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PREFACE

The Upper Atmosphere Research Satellite (UARS) was launched in September
1991. Since that time data have been retrieved continuously from the various
instruments on the UARS spacecraft. These data have been processed by the
respective instrument science teams and subsequently archived in the UARS
Central Data Handling Facility (CDHF) at the NASA Goddard Space Flight Center,
Greenbelt, Maryland.

Prior to use of the UARS data for scientific investigations, an extensive data
validation effort was organized and has been active continuously to ensure
reliability of the data. Shortly after establishment of the UARS Science Team, a data
validation plan was formulated. It was decided that responsibility for validation of
the data from any individual instrument would not rest solely with that instrument
team. Rather, the validation would be accomplished by the UARS Science Team as
a whole, including both the instrument and theoretical science teams. In practice,
the validation of the data from the various instruments has been accomplished
through (1) intercomparison of like quantities amongst the UARS instruments; (2)
comparison of UARS data with correlative (non-UARS) data obtained during the
UARS mission; (3) comparison of UARS data with existing data; and (4) comparison
of UARS data with results from atmospheric simulation models.

This report contains the proceedings from one of the three workshops held to
evaluate the progress in validating UARS constituents and temperature data and to
document the quality of that data. The first workshop was held in Oxford, England,
in March 1992, five and one-half months after UARS launch. The second workshop
was held in Boulder, Colorado, in October 1992. Since launch, the various data have
undergone numerous revisions. In many instances these revisions are a result of
data problems identified during the validation workshops. Thus, the formal
validation effort is a continually ongoing process.

William L. Grose
NASA Langley Research Center
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1. INTRODUCTION

The Upper Atmosphere Research Satellite (UARS) was launched on Sptember 12, 1991.
Within a month of launch the observatory began to acquire data from the various
instruments on board. Since that time, the data has been processed into geophysical
quantities and archived at the Central Data Handling Facility (CDHF) at the NASA
Goddard Space Flight Center, Greenbelt, Maryland.

From the moment of data capture, an enormous amount of effort and resources has been
expended on evaluation and validation of the data. An initial workshop was hosted at
Oxford University, England in March 1992 to begin the formal process of validation and
intercomparison of temperature and constituent data from the CLAES, HALOE, ISAMS,
and MLS instruments on UARS. Consideration was initially restricted to temperature and
those constituents (ozone, water vapor, methane, and nitrous oxide) thought to be in a
satisfactory status to begin validation. Two periods (December 9-11, 1991 and January 9-
11, 1992) were chosen corresponding to periods in which the four instruments were in
normal operating modes and looking nortward into the winter hemisphere. Participants
included representatives frm both the UARS instrument teams and theory teams. The
workshop concentrated on intercomparison of data from the various UARS instruments
and comparison with a few correlative sets and other existing data. The results of that
workshop focused upon evaluating the quality of the data and identifying discrepancies and
problems requiring future attention.

A second validation workshop was hosted at the National Center of Atmospheric Research
(NCAR) in Boulder, Colorado in October 1992. All retrieved temperature and constituents
were evaluated at this workshop. Additional validation periods were selected in addition to
the periods chosen for the Oxford workshop. The period of April 15-20, 1992 was chosen
as a time when the instruments would be observing the Southern Hemisphere. A third
period, August 8-11, 1992, was chosen to correspond to a time when data was available
from the Observatoire de Haute Provence, France. A final period, August 25-30, 1992,
was chosen when the instruments would be looking into the Southern Hemisphere and
might be expected to observe interesting features associated with development of the
Antarctic ozone hole. Comparisons were also done for specific periods when correlative
data were available which would be of unique interest to one or more of the instruments.

The results presented in this document derive from the third UARS validation workshop
which was hosted at Georgia Tech in Atlanta, Georgia on September 20-23, 1993. The
workshop adopted the format of the two previous ones. By this time, the various data sets
had gone through a number of changes as problems were identified and retrieval algorithms
were improved. These results are applicable to the data version which were available at the
date of the workshop and will become obsolete as the data are continually improved. This
report is primarily intended for the UARS science team, but may be helpful as well to the
general scientific community as they use the UARS data products.

The work contained herein is the product of the entire UARS science team and would have
been impossible without their dedication and diligence. Special thanks are due John Gille,
William Grose, Derek Cunnold, James Holton, Donald Wuebbles, Steven Massie, and
Gary Thomas who coordinated the various working groups who assembled the chapters of
this report and to P. Newman and L. Coy who prepared the meteorological overview.






2 CALIBRATION, ALGORITHM, AND PROCESSING STATUS

2.1 HALOE Version 12 Calibration, Algorithm, and Processing Status
2.1.1 Overview

The HALOE Version 12 processing produces retrieved profiles of temperature, pressure,
HF, HCI, CH,, NO, NO,, O, and H,O. In addition, aerosol extinction profiles are
retrieved for each modulation channel wavelength (2.45, 3.4, 3.47, and 5.26 um) and the
CO, channel wavelength of 2.8 um. Although significant improvements are still to come
(many already verified in our experimental code and scheduled for future release),
current results for all products are suitable for research use, if quality and error estimates
are noted.

Error estimates in the data set currently do not include systematic components. Only
noise and error due to aerosol correction are considered, thereby underestimating errors
where these two mechanisms are not the dominant error source. At the completion of the
validation effort, systematic components will be reported in validation papers and
software tools for adding systematic error to the random component will be made
available. To date the systematic sources are still being accurately quantified. The
following gives a brief status review for each retrieved parameter.

2.1.2 Temperature and Pressure

CURRENT RESULTS

A pressure reference is obtained by matching a simulated signal, using NMC or UKMO
data, to a measured signal at 2.8 um. A temperature and pressure profile is then retrieved
from 35 km up to the S/N limits (about 80 km). Statistically, errors range from 3 to 10 K
over those altitudes. These errors add only a small contribution to the species retrieval
error for an occultation experiment. A high altitude model (MSIS) is used above, with
NMC used below retrieved results (< 35 km). There does appear to be a 4 to 5-K cold
bias in the upper stratosphere that leads to lower pressure values, as a function of altitude,
at high altitudes through hydrostatic build-up of pressure. This effect is still being
investigated, but it appears to result in pressures that are about 10 to 15% low, inducing
10 to 15% high mixing ratios above 50 km. Density as a function of altitude, inferred
from mixing ratio, pressure and temperature, will not be affected by this problem.

FUTURE IMPROVEMENTS

The above problems will be addressed, plus other enhancements are to be included.
Iterative correction for aerosol to allow retrievals to lower altitudes is planned. At
present aerosol interference limits temperature retrievals to 35 km and above, Higher
resolution retrievals will be implemented using all the oversampled data.

2.1.3 Hydrogen Fluoride (HF)

CURRENT RESULTS

The HF results are very good. The first year of data has some sunspot contamination in
the signal that degrades results for 5 to 10% of the data. This is flagged in the data, so the
user must take note. Low altitudes (below 20 km) are quite noisy but appear to be
statistically good. Correlative comparisons indicate + 15% accuracy.



FUTURE IMPROVEMENTS

Higher resolution is planned using all of the oversampled data. This procedure has been
demonstrated to achieve better results, sensing small-scale wave structure much more
faithfully. Computational resources have prevented implementation to date, but this
limitation is being alleviated.

2.1.4 Hydrogen Chloride (HCI)

CURRENT RESULTS

HCl results are very good. Both quality and problems are nearly identical to those for
HFE. However, an additional incorrect 15 to 20% variation with orbital beta angle is
observed at high altitudes (above the 1 mbar level). The HCl signal is the most complex
to model, due to strong CH, interference, which is most likely the source of the difficulty.
The problem is being vigorously pursued. Nevertheless, correlative comparisons at
stratospheric levels show a statistical accuracy of £ 15%.

FUTURE IMPROVEMENTS

The expected improvements are identical to those for HF, except for the beta angle
dependence. It is expected that the beta dependence will be corrected for releases in the
coming year.

2.1.5 Methane (CH,)

CURRENT RESULTS

Methane retrievals appear to be of excellent quality. Results indicate nearly the identical
tracer behavior as for HF (only in a negative sense, due to opposite vertical slope). Good
results are retrieved up to 70 km and higher, with very minimal error due to sunspots.
Errors over the stratosphere are + 15%, as inferred from correlative measurements.

FUTURE IMPROVEMENTS

As with HCI and HF, multiple pass retrievals at high resolution appear to improve the
results through the aerosol layers.

2.1.6 Nitrogen Oxide (NO)

CURRENT RESULTS

From all indications, the NO results are very good. Retrievals extend from the
tropopause to 130 km and show the morphology, magnitude, and solar activity
dependence that is expected. Total NO, comparisons with LIMS data and old 1985
ATMOS comparisons indicate + 15% accuracy in the stratosphere, degrading as expected
with noise at higher altitude. Often, mixing ratios drop below instrument sensitivity in
the mesosphere between 60 and 85 km, but increase to detectable levels again above
:ihose altitudes. The user should ignore values below the error estimates contained in the
ata.

FUTURE IMPROVEMENTS
As with the other gas correlation measurements (HF, HC}, and CH,), NO will show

substantial improvement with multiple pass retrievals that use more of the data in the
densely sampled signal profiles.



2.1.7 Ozone (O;)

CURRENT RESULTS

Ozone results have shown excellent agreement with correlative data. In the stratosphere
below 20 km the agreement is within 5%. Below 20 km, aerosol correction, signal model
accuracy, and gradient and tracking errors quickly degrade the results. At high altitudes
(up to 90 km), the results are statistically very good, but noise limited, so the estimated
errors should be noted.

FUTURE IMPROVEMENTS
Refraction scintillation of the solar edge, used for tracking, has limited profile fidelity in
the troposphere. Better processing techniques, using gimbal position data, show promise
for greatly improving these lower-altitude data. Correction methods for gradients along
the line of sight are being explored. This error mechanism is not a problem above 20 km
and is still being quantified below 20 km.

2.1.8 Water Vapor (H,0)

CURRENT RESULTS

Current results are excellent, as inferred from correlative comparisons with balloon and
microwave data. Statistically, errors throughout the stratosphere appear to be + 10%,
with profiles continuing up to 80 km. At high altitudes, the error increases as expected
with decreasing S/N. Tracking fidelity, clouds, and variation of aerosol along the
viewing track quickly degrade the results in the troposphere.

FUTURE IMPROVEMENTS

H,0 results will benefit from the same processing improvements noted for ozone,
although lower opacity and less aerosol extinction has allowed better results in the lower
stratosphere.

2.1.9 Nitrogen Dioxide (NO,)

CURRENT RESULTS

NO, results show excellent agreement with correlative measurements, + 10% 0.5 ppb),
statistically. When sunset values are combined with NO, the data show remarkable
consistency with LIMS morphology. Aerosol correction uncertainty can cause as much
as = 1 ppb error in the lower stratosphere. A first-order correction for diurnal effects is
applied using estimated relative line-of-sight gradients. Simulations have shown that the
error due to this mechanism is less than 5% in the mid-stratosphere and above.

FUTURE IMPROVEMENTS
No substantial improvement is expected.



2.1.10 Aerosol

CURRENT RESULTS

The aerosol retrievals at the gas correlation and CO, channel wavelengths are producing
excellent results, as evidenced from correlative comparisons and the ability to make
corrections to the radiometer signals. The noise level for all of the channels is

approximately 2 x 107 km™> limited by the signal digitization. The systematic errors
appear to be less than 10%, judging from the success in correcting the radiometer results.

FUTURE IMPROVEMENTS
No major improvement is expected.

2.1.11 General Planned Improvements

The following planned enhancements to the algorithm should yield significant
improvements to the already good results:

A more comprehensive error estimate.

Higher resolution multipass retrievals of gas correlation signals.

Vertical-tracking error corrections at lower altitudes.

Enhanced temperature and pressure retrievals.

Horizontal gradient modeling. (Ignoring horizontal gradients induces very little error
for occultation measurements.)

« Improved spectroscopy in the HCl and CH, channels.

« Identification and removal of beta angle dependence mechanism in the HCl results.

+  Optimization of the retrieval smoothing constraints for improved resolution.

2.1.12 Conclusion

The HALOE processing algorithm is currently giving good results for all channels.
Although significant improvements will be realized in the coming year, all data products
are now suitable for use in research activities, if error estimates are observed and
validation results noted.

The error estimates listed above are for altitudes with good experimental sensitivity,
unless otherwise noted, and are ‘meant only as a rough guide to current understanding.
The user should observe random error estimates included in the data set and refer to other
sections of this document as well as future validation papers for more detailed estimates
of error. There is always the possibility of uncovering error components yet to be
recognized, which could alter these estimates.

e o o o o

2.2 CLAES Calibration, Algorithm, and Processing Status
2.2.1 Processing Status: CLAES Data Versions (Past, Present, and Future)

Several CLAES data versions have been produced and catalogued on the UARS Central
Data Handling Facility (CDHF). The version V0006 is the version that was evaluated
during the UARS Validation Workshop activities held in Atlanta on 20-24 September
1993. It is this version that is discussed in this report.



An improved instrument science mode was implemented beginning in early January
1992. The V0006 retrieval can process data from this mode only. Later software versions
will be capable of processing data obtained prior to 9 January 1992.

Previous CLLAES data versions have been processed and catalogued on the UARS CDHF.
None will be transferred to the DAAC, but for historic interest these are:

* Data Version V0003
24 days in November and December 1991.
This data version was evaluated at the UARS Oxford Validation Workshop held
in March 1992.

¢ Data Version V0004
75 days from January 92 through 12 September 92 were processed to V0004,
This data version was partially evaluated at the Aix-En-Provence UARS Science
Team Meeting held in June 1992.

* Data Version V0005
231 days from January 92 through April 93 were processed to V0005.
This data version was evaluated at the UARS Boulder validation workshop held
in October 1992 and discussed in the report Upper Atmosphere Research Satellite
Validation Workshop Il Report: Temperature and Constituents.

Plans are to implement processing software improvements that are described in sections
2.2.11 and 2.2.3.2 below into a version that will go into production approximately
February 1994.

2.2.2 Calibration
2.2.2.1 Review of CLAES Spectral Regions

Various spectral regions of 5 to 15 cm™ in width have been selected for geophysical
parameter retrieval. Blocker filters transmit light in these regions and serve as order
sorters for much higher resolution (of the order 0.2 to 0.6 cm™) tilt tuned Fabry-Perot
etalons. In operation of the CLAES standard science mode, data are obtained at etalon
resolution in several spectral channels in each of these blocker regions. In order to
provide retrieval stability, data are obtained in more spectral channels than there are
species contributing to radiance in that blocker region. For example, in the 790-cm™!
region, the blocker filter is approximately 4 cm™! wide and centered on 791 cm™!. Three
species contribute significantly to the radiance, CO,, O,, and aerosol, but nine spectral
channels of about 0.2 cm™ in width are used. The blocker filter regions and the species
(subtypes to search for when using the UCSS query system) to be retrieved from data
obtained in each of these regions are given in Table 2.2-1 below.



Table 2.2-1—Blocker Filter Regions and Subtypes of Retrieved Parameters

~ Blocker Filter Blocker
Band Center Number  Subtypes of Retrieved Parameters

790 8 TEMP (from CO, radiance), O3B8 (ozone), AERO790
780 9 0O3B9 (ozone), CLONO2, AERO780
843 7 CFCL3*
880 6 HNO3, AEROS80
925 5 CF2CL2, AERO925
1257 4 CH4, N20, N205*, AERO1257
1605 3 H20, NO2, AERO1605
1897 2 NO, AERO1897

The blocker filter number designation is included in Table 2.2-1 for future reference.

The “*” beside the species CFCl, and N,O; calls attention to the fact that the state of the
retrieval is so preliminary for these species that they are not deemed useful enough for
science purposes. They have been catalogued on the UARS CDHEF to provide a baseline
to compare against future improved versions. Ozone retrieved in blocker filter 9 (O3B9)
is recommended over that retrieved in blocker filter 8 (O3B8).

There is an additional CLAES blocker filter region near 2843 cm™ where data have been
obtained, but to date no retrieval has been incorporated in the production processing
software. Data in this region are to be used for retrieval of HCI, aerosol and for
properties of OH chemiluminescence emissions. Data have been obtained in this short
wave region by use of special detectors as described by Roche et al. (1993) and require
specialized processing by comparison to data obtained in the other eight CLAES blocker
regions. Since HCI is not designated a primary measurement for CLAES, processing of
data obtained in this region has not been given high priority.

In the blocker region 7 there is the possibility to retrieve NO, and O,, but this has not
been attempted in the data version V0006.

2.2.2.2 Radiometric Calibration

An aperture-sized blackbody calibrator is mounted on the inside of the CLAES door.
When the door is closed the blackbody calibrator fills the instrument FOV and CLAES is
operated in the radiometric calibration mode 2. In this mode every other EMAF is
identical with the operation of the CLAES nominal science mode 1.

CLAES radiometric calibration parameters are obtained by a least squares fit of count
rate to blackbody radiance as the door-mounted blackbody calibrator cools to equilibrium
each time the door is shut. Calibration parameters are obtained in this way for
20 detectors and more than 50 spectral channels. The RMS difference between the fit and
the data provides a noise estimate.

When the door is open the calibrator equilibrates at approximately 245 K. When the door
is closed the calibrator cools down to equilibration of about 160 K. However, early in the
mission when the cryogen was colder than its equilibrium temperature, this number was
more like 145 K.



Early in the mission the gains of the detectors were set for atmospheric measurement
during the blackbody cool down and this procedure worked well. However, as the
equilibrium temperature for the closed-door blackbody increased with time, tserious
problems developed in that the atmospheric gains were so high that for some detectors
and channels the blackbody never reached a low enough temperature for the detector to
come out of saturation. This problem was fixed early in 1992 by using smaller gains
during cool down than for atmospheric observations. However, considerable effort is
required in the calibration and retrieval software to compensate for the problem and the
change in operations. Although a stop-gap approach to solve the problem has been
implemented, manifestations still remain in the CLAES data. The largest impact was on
ozone retrievals from blocker 9. There has been essentially no impact on retrievals from
blockers 8, 4, 3, and 2. In the final processing software, we expect to practically
eliminate problems due to this effect.

A second and less serious problem with the radiometric calibration is associated with
channels for which relatively few points free of saturation are obtained on a door
blackbody calibrator cool down. These cases occur most frequently for the long wave
blocker regions. These cases do not occur for blocker region 2 for example. In these
cases the current software essentially linearly connects the region where data exists to
where it is zero. However, we know by looking at the short wave cases (less photons at
a given temperature) that there is some nonlinearity in the calibration curve at low photon
illumination, where the linear assumption is made for the long wave channels. This
known error is present in the V0006, but algorithms that use the nonlinear characteristic
curves as observed in the short-wave regions to extrapolate to zero in the long-wave cases
are in development, and this error will be fixed in the next version. The magnitude of the
error may be such to help account for CLAES temperature retrieval being systematically
a degree or so cooler than other UARS instruments in the 1-10 mbar region, for example.

2.2.2.3 Zero Level Subtraction

CLAES was designed so that a positive count rate of several hundred counts would be
output when observing a zero radiance level. In the mission it has turned out that there
are two problems with the zero level that were not readily observable in ground tests.
The ground tests had to contend with significant 60-cycle interference that masked these
problems.

The first of these problems involves an approximate 0.38-Hz modulation in the zero level
which was erroneously thought to be a part of the 60-Hz problem during ground test.
Therefore, it was thought this effect would disappear in orbit. The amplitude and phase
of this effect varies from detector to detector, as functions of gain and integration time. It
also varies slowly with time.

The second of these problems is more subtle. For some of the detectors the DC
component of the zero level apparently changes somewhat as the radiance level
approaches zero. Thus, if the zero level DC component is calibrated from the zero
radiance case, it results in subtraction of an incorrect zero level in the case where
radiance is present. This effect is small enough that it presents no problem for
moderately large signals. However, at high altitudes the problem is present in the current
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version V0006 and leads to systematic detector-to-detector pattern error in low signal
cases. We now believe that we understand this problem. It is associated with the AC
coupling scheme utilized for main array detectors.

To deal with these problems we have developed and implemented special instrument
calibration modes in order to obtain data to characterize these effects over the time period
of the mission. The approach has been to include a short “zero level” calibration period
into each EMAF. In this period light is blocked off from reaching the detectors so that
the zero level ripple and DC component can be calibrated. In the science mode this
procedure is done for one combination of the four that are used for gain and integration
time. A special calibration mode that was run for several EMAFs each day was also
implemented to ensure the zero level information is accurately extrapolated to the
remaining three gain and integration time combinations.

Preliminary algorithms have used the data from these modes to apply first order
corrections for the version VO006. We are currently developing improved algorithms to
apply the corrections. These improvements will primarily benefit low signal-to-noise
cases such as those occurring in the short wave blocker region 2, and at high altitudes in
blocker regions 3,4, 5, 6, and 7.

2.2.2.4 Spiking

A rudimentary despike algorithm has been developed and implemented in the production
of V0006. This algorithm deals specifically with short period spikes of duration 128 ms
(this is the basic time interval for which CLAES obtains a data sample). A task remains
to develop algorithms for spikes of longer time periods.

2.2.2.5 Spectral Calibration

CLAES uses a special mode 3 to obtain spectral calibration data to verify and fine tune
the characterization of blocker filter and etalon spectral transmission. Sensitivity studies
of the impact of spectral characterization are also in progress. Revised spectral
characteristics have been developed for all blocker regions. These spectral characteristics
were used in computing revised EGA ( Emissivity Growth Approximation) coefficients
to be used in the next production version.

2.2.2.6 Potential Off-Axis and Out-of-Field Effects

In collaboration with NCAR (National Center for Atmospheric Research), we have been
studying the data for indications of out-of-field effects that may be due to scattering,
BRDF, or even out-of-band spectral effects. Data have been obtained in spacecraft roll-
up maneuvers, and special off-axis calibration instrument modes have been run to better
define the problem. At this point analysis is difficult due to uncertainties introduced by
zero-level subtraction as discussed above. It is expected that more can be learned about
potential off-axis and out-of-field effects once the zero-level problem has been fixed.
Analysis of the off-axis and roll-up data may then be expected to better define the
problem and eventually permit retrievals to higher altitudes and from weaker signals.



2.2.2.7 HCI Detectors

CLAES has a special detector array dedicated to HCI measurement that are DC-coupled
(the main array detectors are AC coupled) and have unique problems. We have
developed algorithms to subtract zero-level and despike these HCI detector data, but have
not included these in the software that produces V0006. These algorithms need further
development including capability for zonal mean averaging and improved despiking.
The HCl data will be processed in future CLAES versions.

Preliminary results in calibrating and despiking HCI detector data show that HCI radiance
can be observed routinely in the sunlit atmosphere due to resonance scattering of
sunlight, and that this effect might be used for HCl retrieval. Also, it can be observed in
thermal emission in the case of strong stratospheric warmings. For one such event the
effect has been successfully modeled using the CLAES retrieved stratospheric warming
temperature profile and a near coincidence HALOE HCl retrieval. The data also show a
very prominent OH chemiluminescent emission feature, and stron g aerosol signal due to
both thermal emission and scattering of sunlight. Absorption of the aerosol scattered
light by HCI seems to be present in the data, raising the possibility that this effect might
also be used for HCl retrieval.

2.2.2.8 Saturations

In cases of large radiances the fourth detector from the bottom of the CLAES array will
saturate. This detector and its electronics have a defect in that it has only one-half the
dynamic range of the other 19 detectors on the main CLAES detector array. This
problem had been noted, and corrected, in the methane channel in blocker 4 prior to
release of the software to produce version V0006. The extent of the problem for other
blocker regions was not fully appreciated however until many CLAES days had been
processed to version V0006. In particular it was also seen to become a considerable
problem for the January, southern polar summer case for the blocker 8 CO, g-branch
channel that is used for temperature retrieval. Since this discovery, the effect has been
corrected in development software, but will not be included in production software until
the next release.

2.2.2.9 High Altitude Artifacts

These effects have been noted in radiance data at high altitudes. They are an artifact of
the process of subtracting telescope thermal emission from atmospheric radiances in high
altitude regions where the former is much larger than the latter, and can have uncertainty
due to digitization granulation of the temperature of the telescope. This problem will be
corrected in the next release.

11
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2.2.2.10 Improvements to Be Implemented in Calibration

Improvements that are planned for future versions include:

« Software upgrades to find and compensate for saturations in atmospheric radiance
data;

Correction of artifacts due to subtraction of thermal telescope emission;

Improved algorithm for zero level subtraction.

Use of a nonlinear characteristic curve for calibration of long wave channels;
Upgrade to utilize improved calibration mode 2 data in the production processing
environment;

Improved spectral filter functions for EGA coefficients;

Further modifications so that software can handle all versions of the nominal science
mode 1, radiometric calibration mode 2, and the zero-level calibration mode 4F;
Improved despiking algorithm for main array detectors;

Improved cross-talk/off-axis model (if appropriate, pending analysis);

Improved HCI radiance despiking and calibration;

Zonal mean averaging of NO and HCl radiances.

L

2.2.3 Level 1 — Level 3 Processing
2.2.3.1 Status

The CLAES L3 version V0006 products include the subtypes CLONO2, 0O3B9, TEMP,
0O3B8, CFCL3, HNO3, CF2CL2, CHA4, N20, NO2, H20, NO, and the aerosols
AERO780, AERO790, AERO880, AERO925, AERO1257, AERO1605, and AERO1897.
The species and the aerosols are ordered by the wavelength region in which the radiance
they are retrieved from is obtained, going from long wave to short. The status of these
retrieved parameters is summarized in the subsections 2.2.4-2.2.16.

2.2.3.2 Further Improvements Required for the L1 — L3 Software

+ Improve approach for regions with more than one continuum emitter such as N20O5;
and AERO1257 in Blocker region 4, and CFC 11 and AERO843 in Blocker region 7,

« Utilization of upgraded EGA coefficients and generation of additional coefficient
sets for use with data obtained in 1991;

« Implement horizontal temperature gradients into temperature retrieval and horizontal
species gradients into species retrieval;

« Fine tune utilization of forward radiance model,

« Improved approach to extrapolation into regions where the signal-to-noise ratio is less
than or approximately equal to one;

« Improve error estimation procedure;

« Test utility of retrieving O3 and NO2 from Blocker region 7 data;

« Comparison exercise to verify production processing forward radiance model;

« Upgrade L1 — L3 algorithms to deal with 1991 data;
+ Fine tune pressure registration;



Improved despiking routines for L2 data;

An improved approach to dealing with high altitude NO and HCI non-LTE emission;

Retrievals from zonally averaged radiances of NO and HCI,

Investigate possibility of retrieving HCI from absorption for the lowest HCI detector

for the sunlit aerosol cases;

* Analyze the utility of CO, laser line emissions on blocker region 5 for backup
temperature retrieval;

* Ongoing comparison with correlative data to guide algorithm fine tuning.

2.2.3.3 CLAES Error Bars

The error estimation procedure for the CLAES version V0006 data is described in a
report (Kumer, 1992) that may be obtained from CLAES personnel on request. In
summary, the CLAES version V0006 error bars are generally larger than would be
predicted from random noise alone. This result occurs because systematic effects render
the radiance residuals larger than random noise in the multiple channels in which CLAES
measurements are obtained. It is the radiance residuals, rather than the estimated
instrument noise, that are used to calculate the CLAES error bars. With this approach
enhanced error bars will also be reported for cases where undetected noise spikes have
inadvertently been allowed to remain in the level 1 data, or where emitters that are not
modeled adequately are contributing significantly to the CLAES data. The error
estimation procedure takes account of loss of tangent point sensitivity due to saturation of
the target species spectral lines and/or strong vertical gradients. It does not propagate
errors in the temperature profile used for the retrieval.

The version V0006 procedure is not the result of a final effort at definitive error
estimation. Future CLAES production software versions will use a more mature
approach. At this point in algorithm development, the CLAES science team philosophy
1s that it is more important to concentrate on making the error as small as possible, than it
is to concentrate on rigorous error determination.

2.2.4 Temperature

In general the CLAES retrieved temperature has good profile-to-profile consistency along
the measurement track, shows no apparent aerosol degradation, shows good day-to-day
consistency in zonal mean cross-sections and other mapped products.

A large number of comparisons have been done with lidars, rocketsondes, various
balloon-borne instruments, NMC data, and other UARS instruments. These comparisons
show the CLAES V0006 retrieved temperatures to have a mean bias of 1-2K (warm)
from 100-10 mb and 2-5K (cold) from 10-0.1 mb. The CLAES data tends to agree better
with the data from the other UARS sensors than with the NMC data. While CLAES and
NMC data show similar features in mapped fields, those from CLAES are generally
stronger.

Independent determination of repeatability in the CLAES data, based on statistical

analysis, indicates about 1-2K precision in the 100-0.2 mb range which is in reasonable
agreement with the reported CLAES L3 data quality error bars. We note that the
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independent determination does not discriminate against natural short-scale atmospheric
sItructure and is therefore an upper limit.

The major caveats on the use of CLAES V0006 temperature data are:

° CLAES temperatures are still cold with respect to NMC analysis inside the
southern polar winter vortex (i. e. poleward of about 65S), especially near 46 mb.
Differences average about 5K, but can reach as much as 10K;

° Occasional saturation effects distort temperature profiles in the southern polar
summer;
° Occasional spikes are still seen in the profiles.

2.2.5 Aerosol

Aerosol extinction coefficients are being retrieved in seven spectral regions for all
latitudes between 80S and 80N. The precision, accuracy, and caveats are discussed in
detail in Chapter 3. The seven CLAES spectral regions for which aerosol is retrieved
include 1897 cm™, 1605 cm™!, 1257 cm™!, 925 cr! 880 cm™!, 790 cm™ and 780 cm™.
The data are suitable for studying the evolution of the Pinatubo cloud, aerosol
microphysics, and polar stratospheric clouds.

The measurement accuracy is estimated at between 20 and 30% for the 780 and 790-cm™
channels for moderate and heavy aerosol loading. The range of pressures where the error
bars indicate high quality data is between 20 and 68 mbar, although this varies with
aerosol loading. The profiles for the 790-cm™ channels agree well with the ISAMS
12.1-um measurement and with scaled SAGE II measurements within this pressure range.
Comparisons with HALOE for the 1897-cm™' measurement are shown to agree to within
20% between 20 and 30 mbar for a selected set of measurements in April, 1992.

Major caveats for data use are:

° the 1257-cm™ measurements are best for daytime conditions because there are
algorithmic problems associated with distinguishing nearly continuous N,Os
emission from the aerosol continuum at night;

the 1605-cm™! aerosol absorption coefficients contain a contribution from O,
pressure-induced absorption which can be corrected by the user;

the daytime 1897-cm™ aerosol absorption coefficients contain a significant
contribution from solar scattering, and there is less data in this spectral region due
to frequent profile processing failures (for nighttime data),;

there is a 20% difference between aerosol extinction measured in the 790-cm™!

region and that measured at 780 cm™, while theory would suggest a maximum
difference of 3%. Work is ongoing to correct these problems in the next version.

2.2.6 Ozone (03)

As stated above, the CLAES O3B9 subtype of version V0006 ozone is recommende, and
it was this data that was considered in the validation activities of this workshop. An
overall accuracy of the order of 10-15% for the CLAES B9 channel can be deduced
from comparisons with the available correlative data and other UARS instruments. The
systematic nature of this error is manifest in a vertical oscillation in the difference



between CLAES and comparison data that is a minimum at approximately 0.68, 3.2, and
10 to 15 mb. The CLAES V0006 ozone retrievals have standard deviations of
approximately 15%, and there are spikes in time-tracks and maps. Despite all this, when
vertically averaged, the percentage differences with the correlative measurements are
generally less than about 10%. Sensitivity studies show no effect on retrieval initializatio

The consensus from this workshop is a recommendation to wait for future versions
of the CLAES data for most research studies. For the next version, systematic errors and
spikes need to be removed, and more realistic error bars are required.

2.2.7 Water Vapor (H,0)

The comparisons with correlative data suggest an overall H,0 accuracy of the order of
15% from about 46 to 10 mbar. At high latitudes in winter, however, especially in the
south, CLAES mixing ratios increase rapidly with latitude compared with climatology
and the MLS data, and are probably unrealistically high, perhaps due to effects of large
vertical temperature gradients on the retrieval.

Above 10 mb the comparisons with correlative data suggest accuracy of the order of 25
-30%, with CLAES data generally being lower than the correlative data and that from the
other UARS instruments. Also, in the 4.6-0.46 mb range, the CLAES daytime values are
1-2 ppmv higher than nighttime values, with solar zenith angle dependence, suggesting a
non-LTE effect.

The data show reasonable qualitative agreement with climatology and the other
instruments with respect to zonal mean pressure-latitude cross-sections and longitude-
pressure structure. Especially when compared to MLS, time-track data at constant
pressure level show good consistency over many orbits. In addition, the good day-to-day
repeatability in zonal mean and profile data, lead us to believe that the data precision is of
the order of 15%, somewhat better than the error bars would indicate, except in the cold
polar regions mentioned previously.

The consensus of this workshop is that CLAES version V0006 H20 retrievals have
deficiencies that might make them difficult for use in scientific investi gations.

The main issues to be addressed in future retrieval versions include:
the high values in the polar winter regions;

° the bias (low) with respect to correlative data;

day-night differences;

apparent spiking in some of the high latitude data;

some low-level dependence on initialization;

and in general, more correlative comparisons.
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2.2.8 Methane (CH4)

CH, is being retrieved at all latitudes between 80S and 80N from about 100 mbar to 0.1
mbar. Our best confidence is from 40 mbar to 0.2 mbar, or where the CH, mixing ratio
is less than 1.35 ppmv. Our confidence in this range is based on examination of altitude
profile data in comparison with correlative data, and investigation of daily zonal mean
cross-sections in comparison with ISAMS and climatology. In our good confidence
range, CH, retrieval appears to be independent of retrieval initialization.

ALTITUDE PROFILES

The suite of available correlative data sets occur between March 1992 and March 1993,
at altitudes mainly from 50 to 0.1 mbar, and latitudes from 35N to 50S. Mean differences
between CLAES and the correlative data ranged between 10 and 20% above the 40-mbar
surface, in many cases comparable with the error estimates provided by the correlative
investigators. Overall, this agreement leads us to assign a 20% systematic error to the
CH, data being retrieved by the current data processing algorithm for the altitude range
40 to 0.2 mbar. The profile-to-profile repeatability (or precision), which is altitude
dependent, varies from about 50 ppbv RMS at 1 mbar to 100 ppbv RMS at 40 mbar.

ZONAL MEANS

The only global zonal mean cross-sections available for comparisons with the CLAES
data were those from the ISAMS instrument for altitudes above 10 mbar. The instrument
data fields are in good structural agreement for the periods examined, and both are in
reasonable structural agreement with 2-D models, especially from tropical to middle
latitudes. (Note the caveats discussed below, however). The zonal mean profiles show a
lot of variability and unusual structure at altitudes below 40 mbar, which is part of the
reason for assigning less confidence to this low altitude region.

CAVEATS

The possible effects which may contribute to errors in the altitude region below 40 mbar
include insensitivity of the current retrieval to the tangent point radiance variance when
the mixing ratio exceeds about 1.35 ppmv, and perhaps some small residual interference
from the Pinatubo aerosol cloud in the tropics.

A weak local maximum appears in the CLAES CH, data between 10 and 5 mbar at the
equator, not seen in the ISAMS data nor in the models A somewhat similar feature
appears in the N2O data, but at a lower altitude (15 mb). These features can persist for
many weeks in a particular period, but in other periods virtually disappear. They are
being investigated.

There is an issue with respect to differential behavior of CH, and N,O, primarily near the
south winter pole. This issue is summarized in the following N,O section.

2.2.9 Nitrous Oxide (N20)

N,O is being retrieved at all latitudes between 80S and 80N from about 100 mbar to 0.15
mbar. Our best confidence exists from 40 mbar to 0.3 mbar, or where the N,O mixing
ratio is less than 220 ppbv. Our confidence in this range is based on examination of
altitude profile data in comparison with correlative data and investigation of daily zonal



mean cross-sections in comparison with ISAMS and climatology. In our good
confidence range, N,O retrieval appears to be independent of retrieval initialization.

ALTITUDE PROFILES

The suite of available correlative data sets covered periods between March 1992 and
March 1993, at altitudes mainly from 60 to 0.1 mbar and latitudes from 76N to 50S.
Mean differences between CLAES and the correlative data ranged between 10 and 20%
above the 40-mbar surface, in many cases comparable with the error estimates provided
by the correlative investigators. For surfaces below 60 mbar the mean differences had a
considerably wider spread. Overall, we assign a 20% systematic error to the N,O data
being retrieved by the current data-processing algorithm for the altitude range 40 to 0.2
mbar. The profile-to-profile repeatability (or precision), which is altitude dependent,
varies from about 7 ppbv RMS at 1 mbar to about 20 ppbv RMS at 40 mbar.

ZONAL MEANS

The only global zonal mean cross-sections available for comparisons with the CLAES
data were those from the ISAMS instrument for altitudes above 10 mbar. The instrument
data fields are in good structural agreement for the periods examined, and both are in
reasonable structural agreement with 2-D models, especially from tropical to middle
latitudes. (Note the caveats discussed below, however). The zonal mean profiles show a
lot of variability and unusual structure at altitudes below 40 mbar, which is part of the
reason for assigning less confidence to this low altitude region.

CAVEATS

The possible effects which may contribute to errors in the altitude region below 40 mbar
include insensitivity of the current retrieval to the tangent point radiance variance when
the mixing ratio exceeds about 220 ppbv and perhaps some residual interference from the
Pinatubo aerosol cloud in the tropics.

A weak local maximum appears in the CLAES N,O data near 15 mbar at the equator, not
seen in the ISAMS data and nor in the models. This feature can persist for many weeks
in a particular period, but in other periods virtually disappears. It is being investigated.
As noted in section 2.2.8 above, and discussed in section 7, there is an issue with respect
to differential behavior of CH, and N,0, primarily near the southern winter pole. From
about 558 to 80S in winter, the CH, isopleths descend much more steeply than those for
N,O, between about 20 and 2 mbar. Dynamical models would predict that both fields
should behave similarly, and the CH, data seems in closer agreement with the models.
As part of the effort to determine whether this behavior is real or otherwise, the retrieval
algorithms for both constituents are being investigated to look for possible differential
interference or temperature sensitivity effects.

2.2.10 Chlorine Nitrate (CLONOQO2)

Chlorine nitrate is being retrieved at all latitudes and all times. At the time of this
validation meeting, there were three correlative measurements with which to compare as
detailed in Section 8.2. The CLAES measurements agree well within about 30% with the
correlative data in terms of the mixing ratio profile at the profile peak. Good agreement
is shown with the only high latitude winter correlative measurement of CIONO,
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available. There isn’t a direct comparison with tight enough error bars to be certain, but
an overall comparison between CLAES and other measurements from the midlatitudes,
particularly the G. Toon (1992) measurements, suggest that the CLAES mixing ratio is
suppressed in the vicinity of 10 mbar. This result is perhaps due to use of a climatology at
higher altitudes which is too large, but could also be related to the pattern noise identified
in the ozone mixing ratio profiles retrieved from blocker 9.

The uncertainty indicated by the error bars is less than about 30% for the highest quality
retrievals and pertains to a majority of the data in the altitude range from 20 to 68 mbar.
The error bars on the CLAES retrieved mixing ratios are a good indicator of whether the
particular datum is truly retrieved, or is closely related to the UARS climatology. If the
error bars are large, as one frequently finds at pressures below 6 mbar or so, the profile is
dominated by climatology. At high pressures, approximately above 68 mbar, the profile
also may be influenced heavily by climatology, again indicated by large error bars which
show an uncertainty of 100% or more.

Observed diurnal variations qualitatively agree with photochemical model simulations.
Chlorine nitrate zonal features appear to be independent of retrieval initialization and
show similarity with the LLNL 2-D model. Column densities in the Arctic winter agree
with columnar measurements made from aircraft in 1989.

Future improvements will include:

« an improved filter function which may change retrievals at the 5% level;

» temperature-dependent chlorine nitrate absorption cross- sections (we now use
cross-sections representative of 223 K);

« elimination of the pattern noise in blocker 9 through improvement in the use of
calibration data.

The use of a better upper boundary condition for CIONO, than currently provided by the
UARS climatology, or a better implementation of the climatology will be investigated.

2.2.11 Nitrogen Dioxide (NO2)

NO, is being retrieved at all latitudes between 80S and 80N and reported on the nominal
pressure range from about 100 mbar to 0.1 mbar. In most cases we have good confidence
in the range from 100 mbar to approximately 0.3 mbar. Our confidence in this range is
based mainly on comparison with daily zonal mean cross-sections from LIMS data and
climatology. There are also some limited profile comparisons as discussed in section
10.2.1 below. Direct comparison with solar occultation instruments such as SAGE are
limited, but are consistent. Comparisons with other UARS instruments, ISAMS and
HALOE, confirm reasonable diurnal, seasonal and regional structure. However, HALOE
comparisons have the same problems as with SAGE.

In general, the CLAES NO, data: show good resemblance to climatological zonal mean
structure from approximately 0.3 mbar to greater than 100 mbar; are approximately 20%
less than climatology; have good day-to-day consistency in zonal mean maps; show
physically realistic diurnal dependence; show no apparent aerosol degradation; and are
insensitive to a priori information.



ZONAL MEANS

General zonal mean structure is in reasonable agreement with LIMS and/or climatology,
although the CLAES values are smaller than LIMS by roughly 20%. There is good day-
to-day consistency in the CLAES zonal mean maps. Day and night maps show the
expected diurnal variation. There is no apparent aerosol degradation. There are features
in the CLAES southern polar zonal means that are not directly comparable to LIMS data.

PROFILES

For this validation exercise there weretwo directly comparable data sets (from the FIRS-2
and BLISS, see sections 10.1.2 and 10.1.3 below) available. CLAES data agree within a
few percent of the BLISS data, but were considerably smaller than the FIRS-2 data. For
that case, scaled LIMS data more closely resembled CLAES than FIRS—2 data.

TIME-TRACK COMPARISONS

The CLAES and ISAMS data are highly correlated in time-track comparisons. The
ISAMS data are about a factor of two greater than CLAES, while CLAES is of the order
20% less than corresponding LIMS data. The time-tracks show the expected diurnal and
latitudinal variations.

ERROR DISCUSSION

Based on the comparisons cited above, we believe, conservatively, that CLAES NO,
systematic error is of the order of 30% for all cases, except perhaps polar winter
conditions involving large vertical temperature gradients. In atmospherically quiet
regions, including almost all conditions except polar winter, production software error
estimates (as discussed in section 2.2.3.3) represent a worst case limit on precision,
typically of the order of several tenths of a ppbv near 46 mbar, about 10% of the reported
value near the peak, and indicate significant results to levels well above 1 mbar in most
nighttime cases.

In the polar winter cases involving large vertical temperature gradients the error can
become very large, especially at altitudes below the stratopause. The problem is
associated with large temperature gradients between a relatively high altitude tropopause
and low altitude stratopause. For example, the zonal mean temperature chan ges by more
than 70 K (i.e., from < 196 K to > 266 K) between 32 to 47 km (i.e., = 10 to 1.0 mbar) at
76S on 8/23/92. For this example, errors of the magnitude of the retrieved data are
reported in the CLAES data below 32 km. Degradation in the accuracy begins at about
44 km,

2.2.12 Nitric Acid (HNO3)

HNO; is being retrieved at all latitudes between 80S and 80N and is reported on the
nominal pressure range from about 100 mbar to 0.1 mbar. Our best confidence is from
100 to 3 mbar. Our confidence in this range is based on examination of altitude profile
data in comparison with correlative data, and investigation of daily zonal mean cross-
sections in comparison with LIMS data and climatology. As described below, we lose
confidence in the retrieval values of about 8 ppbv or more, which we intend to correct in
subsequent versions. In our good confidence range, HNO; retrieval appears to be
independent of retrieval initialization.

19



20

ZONAL MEANS

General zonal mean structure is in reasonable agreement with LIMS data and/or
climatology, although maximum mixing ratios at high north winter polar latitudes are
sometimes lower in altitude. There is no data base for these comparisons in southern
polar winter conditions with de-nitrification and relatively large descent. There is good
day-to-day consistency in the CLAES zonal mean maps. There is no apparent aerosol
degradation.

PROFILES

In general CLAES shows good agreement with correlative profile data from several data
sources as described in Chapter 9. Agreement in peak amount is better than 10% on the
average. There may be a trend for the CLAES data to be registered to lower altitudes,
sometimes by as much as 1.5 km, than the correlative data, though several cases can be
found where the CLAES might be registered slightly higher. Due to the steep slopes in
HNO, mixing ratio below and above the peak value, misregistration can result in
apparently large errors at such altitudes, which we conservatively estimate to be of the
order of 30%. Profile-to-profile variability, and production software error estimates (as
discussed in section 2.2.3.3), suggest precision of the order 1.0 and 0.3 ppbv at 46 and 4.6
mbar respectively.

CAVEATS

Studies of the CLAES Data Version V0006 HNO; retrieval sensitivity to variations in the
iteration procedure that is used, the number of iterations used, and the a priori data have
been conducted. These studies show that the retrieval is reasonably robust and
insensitive to variations in these parameters for retrieved mixing ratio levels that are less
than approximately 8 ppbv and agree well with correlative data and LIMS data. For
larger values of the mixing ratio the retrieval becomes unstable, and in some cases ,
unreasonably large values of mixing ratio are rétrieved.

We are studying the possibility that part of the problem involves the forward model.
Spectral parameters and/or error in implementing the forward model are suspect. When
the problem occurs the channels are very near to saturation, and the use of temperatures
that are too low might also be involved. Spectral registration has been verified in a
preliminary sense, but this will need further study. Resolution of these difficulties isa
priority for our next software version.

UTILITY

In spite of these difficulties we expect the HNO; V0006 results will be very useful for
cases where the mixing ratios are less than 8 ppbv. These results should be able to
support studies of de-nitrification in the polar region winters, for example. But it must be
emphasized that quantitative values for HNO, mixing ratios that are greater then 8 ppbv
are suspect. Also, any results at altitudes lower than the highest altitude where the
mixing ratio is 8 ppbv are also suspect.



2.2.13 CFC12

We are currently retrieving CFC 12 from about 100 to 2 mbar, but have our best
confidence from 50-5 mb, based on comparisons with limited correlative profile data and
2-D model simulations. There is no significant retrieval initialization effect.

ALTITUDE PROFILES

At the time of this workshop, only one direct correlative comparison was available, a
balloon-borne interferometer flown September 15, 1992, at 35N. A comparison reveals
differences between 25 and 10% from 40 to 5 mb with the CLAES values being larger. A
comparison with a 1985 ATMOS profile, with tropopause mixing ratio scaled to recent
measurements shows mean differences between 10 and 20% from 60 to 20 mb. Based
upon this comparison, we assign an overall systematic error of 20% to the retrievals
between 50 and 5 mb. We note however, that the ATMOS data is restricted to 35N.
There is some indication that the CLAES data at low altitudes in the tropics can be higher
than the climatology by more than 20%, at least in the early part of the mission.

The precision estimates generated by the algorithm typically vary between 0.15 ppbv rms
at 50 mb and 0.12 ppbv rms at 10 mb. However, in the case of the direct comparison
with the balloon data, the standard deviation of the difference between the data sets from
50 to 5 mb is of the order of 0.05 ppbv, and a similar number is seen for the comparison
with the scaled ATMOS data. Examination of many adjacent profiles also indicates a
repeatability of better than 0.05 ppbv. The listed precision estimates are probably
unrealistically large , and therefore need to be investigated. Pending further correlative
comparisons, we estimate a precision of the order of 0.05 ppbv to be appropriate for the
range 50 to 5 mb, noting the caveats listed below.

ZONAL MEAN CROSS_SECTIONS

Zonal mean cross-sections were compared with the Lawrence Livermore National
Laboratory (LLNL) 2-D model. Reasonable structural agreement is seen for all periods
except for polar latitudes in southern winter. In absolute values the data and the model
simulated values are in best agreement outside a latitude band of 208 to 20N. Within this
tropical band below about 20 mb, the CLAES values are significantly higher than those
from the model in January, but less so as the year progresses. During southern polar
winter the data fields deviate from those produced by the model by indicating an
upwelling near the pole. There is also some indication of this behavior (much weaker) in
April 1992 near the south pole.

CAVEATS

Further analysis of the reliability of high values below 20 mb in the tropics is required.
This issue may involve some residual from incomplete removal of the effect of the Mt.
Pinatubo aerosol cloud. Additional correlative comparisons will be especially important
in resolving possible retrieval problems.
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2.2.14 DINITROGEN PENTOXIDE (N205)

The CLAES V0006 N,Os are too preliminary to be used for any scientific purpose. It has
been catalogued on the CDHF to provide a baseline for measuring progress in future
versions. It is not recommended for transfer to the DAAC.

The N,Os is one of four species to be retrieved from data obtained in five high resolution
(=03 c¢m-!) radiance channels in the CLAES blocker region 4 which is centered at
approximately 1257 cm™'. These species are CH,, N,0, aerosol, and N,Os. One radiance
channel centered at 1259.66 cm™! targets a well-resolved CH, line, and two channels
centered at 1257.36 and 1258.28 cm™, respectively, target two well-resolved N,O lines.
The two remaining channels centered at 1256.99 and 1257.77 cm™!, respectively, are
located in between the lines of CH, and N,O for the purpose of retrieval of continuum
emitting species such as N,O5 and aerosol. Thus, in this blocker region there is good
spectral contrast for the line emitting species CH,4 and N,O, but practically no contrast
between the N,Os and the aerosol. The N,Os retrieval is further complicated in that it
contributes only very weakly to the total measured radiance, even in the two continuum
channels, for those altitudes, latitudes and times for which N,Os could be expected to be
contributing the most. By contrast, the aerosol contributes very significantly in certain
altitude and latitude regions. The retrieval scheme attempts to exploit the dissimilar
spatial distributions of N,Os and aerosol to overcome the spectral contrast problem, but
has achieved no success in this preliminary version of the retrieval. It is not clear at this
point if this result is due to error in implementation, or if it is basically not possible to
retrieve the N,Os and the aerosol simultaneously, due to the lack of spectral contrast
between the two and the relatively weak contribution due to N,Os. If the latter is the
case, it still may be possible to attempt to retrieve N,O; alone, and model the aerosol
contribution to radiance in this region on the basis of aerosol retrieval in other CLAES
blocker regions.

2.2.15 Nitric Oxide (NO)

In general the CLAES NO data show: a resemblance to climatological zonal mean
structure, although becoming unrealistically large for altitudes above about 1 mbar;
reasonable day-to-day consistency in zonal mean maps; no apparent aerosol degradation;
and are not particularly sensitive (of the order 10% for a zonal mean on doubling the
profile) to a priori information. There is no retrieval for nighttime conditions.

To the limited extent possible, the comparisons with HALOE appear reasonable. Other
comparisons, and potential correlative data sources are discussed below in the main
section on NO.

ERROR DISCUSSION

Examination of CLAES production software error estimates indicates best confidence in
the region from roughly 5 to 1 mbar. in general. This conclusion is supported by
comparison of CLAES zonal means with climatology. Below 5 mbar the climatology,
scaled by the data in the 1 to 5 mbar region, is reported. Above 1 mbar the retrieval is
unrealistically large, probably due to inadequate compensation for high altitude non-LTE
NO emission.



Based on the comparisons with our nighttime NO,, and a potential systematic error as
discussed in section 2.2.11 above, we estimate the systematic error in our NO of about
30% too large at 2.2 mbar. The assumption that NO, is mostly NO, by night, and mostly
NO by day, at 2.2 mbar is used in this first order analysis. Repeatability in the daily
zonal mean sense at 2.2 mbar is also about 30%. Error bars on individual profiles can be
considerably larger.

CAVEATS

The NO spectral region is at relatively short wavelength, and the radiance data are
therefore relatively noisy. There is considerable work to be done in optimizing the
CLAES NO retrieval which is at present in a relatively immature state. Work that
remains includes:

e Improvement of DC zero-level component subtraction which is an electronics
problem that can be solved by the processing software in future versions;

» Subtraction of high-altitude non-LTE NO radiance, which is still very crude;

» Evaluation of non-LTE effects in the stratosphere, which may be important and may
be responsible for apparent systematic error to the high side;

» Develop the capability to average zonal mean radiances and retrieve from these.

2.2.16 Hydrogen Chloride (HCI)

In our current software version, HCI is not retrieved. However, our radiance data
indicate that we should be able to retrieve HCI once some special processing software is
developed and in place. In this section we describe some CLAES radiances obtained
with the special HCI array of oversized DC coupled detectors. For this example we use
data taken on Jan. 10, 1992. In addition to HCI retrieval, these data should be useful for
retrieving aerosol physical properties, further understanding of OH chemiluminescent
emissions, including some very interesting structure, and perhaps for back up CH,
retrieval.

The CLAES HCI array consists of three detectors. Nominally, detector 23 detects
radiance from altitudes 14 to 28 km, detector 22 detects radiance from 28 to 43 km, and
detector 21 detects radiance from 43 to 58 km. These numbers can vary up or down by a
few kilometers depending on where CLAES is pointing.

Figures 2.2.16-1 to 2.2.16-3 show the radiances for detectors 21, 22, and 23,
respectively, for slightly over one orbit of data on January 10, 1992. One orbit is
approximately 88 EMAFs. In normal operation, each detector on the HCI array produces
a value for each EMAF for each of three channels responding primarily to aerosol, HCI
and OH emissions. In each figure, radiances are shown for the aerosol, HCl and OH
channels. Also shown are the sun elevation and latitude at the tangent point. For the last
two quantities the scale must be divided by 5, that is, a reading of 200 is actually
40 degrees. The results for detector 23 show a very pronounced enhancement for EMAFs
520 through to 560. This period corresponds to the interval between sunrise to sunset at
the observation tangent point with the highest radiance at EMAF 575. This maximum
coincides with the thickest part of the Pinatubo aerosol cloud, in the vicinity of the
equator, and is just before the maximum solar elevation (at EMAF 540). These
observations are consistent with the hypothesis that the enhancement is due to the
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scattering of incident solar radiation by aerosols in the field of view of this detector which
extends approximately from 14 to 28 km. It will be seen that there is considerable
structure in this enhancement and that the results for the three channels are highly
correlated. This structure is probably due to changes in the position of the mirror that
keeps CLAES pointed to the correct altitude in the atmosphere, but may also be related to
changes in aerosol scattering. The correlation between the three channels is expected
since they are very close together in wavelength, and aerosol scattering will not change
much in this interval. The corresponding enhancement for detector 22 is much smaller
than that for detector 23, and the enhancement for detector 21 is smaller still. This result
occurs because there are fewer aerosols higher in the atmosphere. Also, part of these
enhancements for these higher altitude detectors may be due to the scattering of light
from the field of view of detector 23 by optical elements and surfaces in the instrument.

During sunlit hours, for detector 23, the aerosol radiance is larger than the radiance for
the other two channels. This difference is probably due to more absorption of the
outgoing scattered radiation in the HCl and OH channels than in the aerosol channel.
Absorption in the OH channel is mostly due to CH, in this altitude region. For detectors
22 and 21 during sunlit hours the effect is opposite; that is, the radiance for HCI and OH
is larger than the aerosol radiance (points where the aerosol radiance is larger are believed
to be spikes in the data which will be removed with further processing). The difference
varies between 05 radiance units (RU), where one RU is 107 W-m2.sr!-(cm™')"!. The

average value is about 3 RU for both HCl and OH for both detectors. This can be
compared with previous daytime estimates made by Mergenthaler and Kumer (1986).
These estimates give about 1.5 RU for HCI and 15 RU for OH at 30, 40, and 50 km.
Thus, the CLAES values appear to be of the same order of magnitude as the
Mergenthaler-Kumer (M-K) estimates for both detectors, although HCI is enhanced by a
factor of two and OH is decreased by a factor of five. Explanations for the enhanced HCl
could include: more HCI present than used for the M-K prediction; a smaller quenching

coefficient for HCl (v = 1) than used by M-K; or additional daytime non-LTE

mechanisms for exciting HCI (v = 1) that were not considered by M-K. As for OH, the
M-K estimates were for the upper limit that could be determined from the low S/N and
low resolution SPIRE data. Therefore, it is not surprising that the OH radiance observed
by CLAES is lower than the M-K estimate.

At about the time the sun comes up in many of the orbits on January 10, there is a very
large increase in atmospheric temperature in the 30 to 60-km region corresponding to the
“hot spot” in the minor stratospheric warming event that occurred on that day. There are
enhancements in the detector 22 radiance that correspond with these hot spot
coincidences. The highest temperature during the day, as measured by CLAES at a level
of 2.154 mbar (near the top of detector 22), was 320 K and occurred near EMAF 521 in
Figure 2.2.16-2. By using the CLAES retrieved temperature and CH,, and the HALOE
retrieved HCl, we were able to model the observed 15-RU enhancement in detector 22
emission to within a few percent. Note that this enhancement is of the order of 36 times
the nominal atmospheric thermal radiance on detector 22 because the ratio of 3.5-um
blackbody emission at the enhanced temperature of 320 K to emission at the nominal
temperature of 250 K is approximately 36. This fact suggests that we are indeed
measuring HCI thermal emission and not just seeing aerosol scattering (there is no similar



increase in the aerosol channel radiance for these EMAFs). Similar peaks in the HCI
radiance are seen on other orbits at the same EMAFs as the temperature peaks. No
enhancement in HCI emission is seen for orbits where temperatures are nominal.

During the night, the HCI radiance is about the same as the aerosol radiance for all three
detectors, indicating that the radiance is mainly from aerosol emission. For detector 23,
the radiances are low for northern latitudes, but reach as high as 150 RU for equatorial
latitudes due to thermal emission of the Pinatubo aerosol cloud. For detectors 22 and 21
the high and low latitudes are not noticeably different and mostly vary between 2-6 RU.

During the night we observe a relatively high OH emission of 5-10 RU in each channel
which subsides during the day. This effect is probably a result of chemiluminescence at
night. There seems to be a slight increase in emission with altitude as would be expected.
In the M-K paper mentioned above, estimates of nighttime OH radiance are for 33 RU at
30 km and 38 RU at 40 km. Thus, the CLAES results are lower than the M-K estimates
by a factor of 3-7, but the factor of 3 in night versus day enhancement of OH, as
predicted by M-K, is observed in the CLAES data.

CONCLUSIONS
Our radiance data suggest:

* HCI retrieval from resonance scattering of sunlight by HCl molecules may be
possible for detector 21 and 22 data.

* HCI retrieval from thermal emission observed in stratospheric warmings may be
possible for detector 22 data.

* HCI retrieval from absorption in aerosol scattered sunlight may be possible for
detector 23 data.

FUTURE TASKS

* Do more work on despiking data.

»  Get improved calibration with full cooldown.

* Map zonal mean averages of radiance and use in retrievals to provide an alternative to
L3 for altitudes greater than 28 km.

* Use CLAES data to monitor HCl in regions where there is no HALOE coverage.

* Combine the OH measurements with WINDII, SIRRIS, etc., to improve the
chemiluminescence OH models.

* Look for mesosphere wave structure in OH.

¢ Investigate possibility of backup CH, retrieval based on CH, absorption of scattered
sunlight in the OH channel for detector 23.

2.2.17 CFC11

CLAES version V0006 retrievals of CFC11 are too preliminary to be used for any
scientific purpose. The data has been catalogued on the CDHF to provide a baseline for
measuring progress in future versions.
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2.3 ISAMS Algorithm Description and Status

ISAMS version 8 data processing produces retrieved profiles of temperature, pressure,

H,0, 0, CH, N,0, NO, CO and aerosol at 12.1 um and 6.2 um. There is a total of 179
days of ISAMS data available since the start of the UARS mission which have been
processed with version 8 of the software suite, producing V0008 data files. These data
will in due course be replaced by V0009 data, but it is only version 8 that is described
here. The remaining ISAMS gases, NO, N,O5 and HNO;, are either not retrieved in
version 8, or are unsuitable for scientific use. These data will appear in future
processings.

A description of the instrument can be found in Taylor et al. (1993), and a full
description of the methods used to retrieve temperature and constituents from ISAMS
measurements can be found in Dudhia (in preparation) and Marks and Rodgers (1993).

2.3.1 Algorithm Overview

The heart of the retrieval method is a forward model which describes how the measured
radiance depends on the atmospheric state. A retrieval is obtained by adjusting an
estimated state using optimal estimation methods (Rodgers 1976) until convergence and
appropriate agreement with the corresponding measurements is obtained.

We first retrieve the temperature and pressure distribution using a Kalman filter along the
measurement track, using a method similar to that described for SAMS (Rodgers, Jones,
and Barnett 1984). Radiances are measured at intervals of 2.048 seconds. For each
measurement time, an a priori profile is constructed, based on the profile retrieved at the
previous measurement time. This profile is then updated using the measurement to
produce an optimal estimate of for the current measurement time. The filter is run in
both the forward and backward directions, and the two estimates are combined. The state
vector that is estimated each time comprises temperatures on the measurement grid,
together with the pressure at one grid element.

The grid on which the retrievals are carried out is neither a height nor a pressure grid, but
is the set of tangent points corresponding to the nominal set of directions that the ISAMS
scan mirror can view. These points are separated by 0.05 degrees in elevation angle,
(approximately 2.46 km), but can drift vertically on the limb with variations in the
spacecraft attitude and the figure of the earth. Retrieved profiles are interpolated onto the
UARS pressure surfaces for the level 3 archival data.

For constituents, two approaches have been developed. The first approach (“LV2CON”)
is to grid the radiances to produce vertical profiles at regular intervals along the
measurement track, and then to retrieve constituent profiles for each of these locations
individually. The gridding technique uses a Kalman filter, essentially retrieving the two
dimensional radiance distribution from the particular scan pattern in use. The individual
retrieval method uses optimal estimation to derive profiles, either in a full “‘vector-
vector’’ mode, or in an ‘‘onion-peeling’’ mode. In the case of more difficult, non-linear
problems, the vector-vector retrieval can use an enhancement based on the Marquardt
method (e.g., Press et al.,, 1989) to ensure convergence. The more recent second
approach (“LV2VMR”), which is more computer intensive, is more akin to the
temperature retrieval. This approach uses a Kalman filter, updating a running estimate of



the profile for every radiance measured. The quantity retrieved is the logarithm of
mixing ratio on the measurement grid which is interpolated onto UARS surfaces for the
level 3 archive data. For further details, see the description below of N,Os, which is the

only constituent where LV2VMR has been used in version 8.

2.3.2 Temperature

The retrieved temperature profile spans 35 levels of the measurement grid, nominally
covering the range 100-0.01 mbar. The reference pressure is at level 11, close to 3 mbar.
The CIRA climatology is used as a priori data, assuming a 20 K standard deviation. No
spectral contaminants are included in version 8. This procedure causes a systematic error
of a few degrees relative to version 9, which will include ozone and nitrous oxide.

Spectral contamination by aerosol is included, by carrying out a retrieval of the 12.1 um
aerosol extinction in parallel with the temperature retrieval, and using a factor of 1.98 to
estimate the extinction in the temperature channel. Separate retrievals are used later to
produce the final aerosol products.

The useful range of the version 8 temperatures is 100-0.1 mbar. Above 0.1 mbar the
product is largely climatology, as reflected in the negative value assigned to the profile
error bars. The error bars associated with the stratospheric temperatures are clearly too
large, on comparison with other measurements, but the mesospheric values seem
reasonable.

2.3.3 Constituents

Not all of the ISAMS constituents are available in version 8. The missing ones, which
will become available in future versions are nitric oxide, nitric acid and nitrogen
pentoxide. Almost all of the constituents are affected by the Mt. Pinatubo aerosol, and as
a result the lowest level retrieved is generally 10 mbar. The exceptions are aerosol itself
and nitrogen dioxide. Except where stated, the constituent retrievals have used the
LV2CON program..

2.3.3.1 Aerosol, 12.1 um, 100-5 mbar

The V0008 aerosol retrieval uses the Marquardt vector-vector method (see above) with a
nominal retrieval range from 100 mbar to 5 mbar. The standard UARS climatologies used
are O3, CO,, H,O and F11. A seasonal 2-D climatology has been used for O,, and a single
profile for the other gases. CIONO, has not been included in VOOO8 . The a priori aerosol
profile consists of a single profile and because of the large variability of the aerosol
extinction a very large a priori uncertainty (1000%) is used to ensure that the retrieval is
only loosely constrained.

The natural extinction unit for ISAMS is the cross-section per mole of air (m?mol-!
which, like mixing ratio is conserved under changes of atmospheric pressure in the
absence of aerosol formation or loss. It is related to the more commonly used unit of
extinction per unit length (km™') by the local molar air density (p/RT, mol m?). The
ISAMS level 2 processing produces aerosol extinction in both units, but only the
extinction per km is produced at level 3.

There is an anomaly in the retrieved 12.1 pm aerosol in the height range 19 to 25 km,
because of an interaction between a change in operational mode and the method used for
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dealing with the field of view function. Retrieved aerosol in this range is higher before
April 11, 1992 than after that date by up to 20%. It is likely that the earlier data is
overestimated.

2.3.3.2 Water Vapor, 10-0.05 mbar

The H,O retrieval uses the vector-vector scheme, retrieving between 10 and 0.05 mbar
using the wideband channel only. Radiances from the PM channel are not used in the
production retrievals because of the uncertainty in the partial pressure of H,O in the
PMC. A reliable retrieval can be performed using the wideband radiances because they
are relatively insensitive to the contents of the PMC. Emission due to aerosol is not
included in the forward model calculation so the lower limit of the range is set to be
above the worst of the aerosol contamination (10 mbar), although aerosol contamination
is apparent in the water vapor retrievals near the equator at around 10 mbar.

The a priori data used to constrain the H;O retrieval is a climatological profile with a
standard deviation of 75% and a correlation length scale of 5 km. The profile is an
ATMOS model profile. Climatologies for contaminants CH, and O, are based on the
UARS climatologies. The CH, climatology has been averaged to provide zonal mean
seasonal climatologies in six latitude bands. The O, climatology is a single profile.

There is no non-LTE included in the forward model calculation for the H,O retrieval, so
daytime retrievals are not performed.

The constituent retrievals use ISAMS retrieved temperature and pressure in the forward
model calculation, so errors in these quantities are included in the error budget of the
constituent retrievals. For the H,O retrieval, an (over)estimate of this error in radiance
terms was added to the radiance measurements as an additional ‘forward model error’.

2.3.3.3 Ozone, (03), 10-0.2 mbar

Ozone is retrieved using the optimal onion-peeling technique described by Connor and
Rodgers (1988). Compared to simple onion-peeling, the use of the optimal estimation
formulation provides a great reduction in noise sensitivity. While the full-blown vector
optimal estimation technique is slightly better in this regard, it also allows systematic
errors in the lower part of the profile (e.g. due to the aerosol correction) to propagate
upwards. Since the ozone radiances have both high signal-to-noise and significant

aerosol contamination, we have adopted the optimal onion-peeling approach.

In version 8, aerosol retrieved from the 12.1 pm channel and CO, from climatology are
used as contaminants. As with all [ISAMS measurements, the ISAMS retrieved
temperature is used to calculate radiances. No correction is applied for non-LTE
radiation.

Retrievals are carried out at 100-0.2 mbar. The high altitude cutoff is dictated by the
accuracy of calibration. The lower limit, 100 mbar, is what was expected for ISAMS
before the Pinatubo eruption. Subsequent experience has shown that residual aerosol
effects, acting indirectly via the temperature retrieval, make ozone values below the 10
mbar surface suspect. Data above 1 mbar are suspect and should be used only with
caution, because daytime data are influenced by non-LTE processes, and nighttime data



are biased by the use of a daytime a priori profile, so that the day/night variation will be
poorly represented.

2.3.3.4 Methane (CHg), 10-0.2 mbar and Nitrous Oxide (N20), 10-0.8 mbar

In V0008, CH, and N,O were retrieved jointly using three channels: 20P (N,O pressure

modulated signal); 60P (CH, pressure modulated signal); and 60W (CH, wideband

signal). An onion-peeling retrieval was used since vector-vector retrievals had
difficulties with convergence, possibly due to some mismatch between the channels (see
below). There is reasonable separation in the retrieval so that 20P provides most of the
information on N,O, and 60W and 60P provide most of the information on CH, (but see

below). The errors on the input radiances to the retrieval scheme were a combination of
random error estimates from the gridding of the radiances and estimated forward model
errors. The forward model error treatment consisted of a single profile of radiance errors
calculated at the equator from estimated uncertainties in the temperatures of about 5 K
(4-6 K in the retrieval range) with a lower limit of 2% of the climatological radiance at
that location to account for other uncertainties in the forward model calculation. These
errors are considerably overestimated and will be better described in future versions.
Errors on the a priori estimates were set to 75% for both products, so an error of 53% on
the output products indicates that the a priori estimates and the measurements have
contributed equally to the retrieved value.

In V0008, CH, is retrieved between 10 mbar and 0.2 mbar, the lower altitude limit being
imposed by aerosol contamination, and the upper altitude limit by the estimated forward
model errors. The data are reasonable between 5 mbar and 0.2 mbar, the region between
10 mbar and 5 mbar often being contaminated by aerosol in the tropics. From December
through to April, there are pronounced features in the tropics between 10 mbar and
2 mbar which may be due to increased aerosol contamination at these altitudes. As noted
before, most of the information in the CH, retrieval comes from 60P and 60W, but the
retrieval tends to follow 60P more closely at altitudes above 5 mbar. Tests indicate that
the CH, amounts retrieved independently from 60P are about 20% higher than those
retrieved from 60W. This result implies that there is a small error in characterization of
the CH, pressure modulator cell in which case the wideband retrieved amounts should be
more believable and might explain why ISAMS measurements of CH, tend to be higher
than those by CLAES and HALOE.

In V0008, N,O is retrieved between 10 mbar and 0.8 mbar for similar reasons to those

discussed above for CH,. Since N,O mixing ratio decreases rapidly with height, the

upper altitude is not expected to change significantly even with lower estimates for the
radiance errors. The N,O results are contaminated by aerosol in a similar manner to the

CH, data. Apart from this, relative N,O values are good and less noisy than the

equivalent CH, data. There is however a problem with the N ,O absolute values which is

believed to be due to problems of the pressure modulator cell (PMC) characterization.
This possibility is being investigated, but comparisons with CLAES data and climatology
indicate that the ISAMS values could be too large by about a factor of two. Our current
understanding of the N,O PMC problem indicates that changes in values of ISAMS N,O

on a timescale of months may have a component due to changing PMC conditions which
are not being adequately modelled. Changes over a few days should be believable and
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comparisons of tracer data among the UARS instruments show good agreement in 3-D
fields.

2.3.3.5 Nitric Oxide (NO)

The nitric oxide channel has proved difficult to calibrate due to emission from
thermospheric NO in the region of the limb scan used for a space view in the other
channels. A calibration scheme had not been developed in time for the version 8
processing, but will be implemented in version 10. It is not expected that validated NO
will be available until version 11.

2.3.3.6 Nitrogen Dioxide (NO2) and 6.2 um Aerosol, 100-0.1 mbar

The method used for the retrieval is optimal estimation using the vector-vector scheme
with the Marquardt enhancement to aid rapid convergence. Channel 5 wide-band (50W)
and pressure modulator (50P) radiances are inverted simultaneously to retrieve both NO,
volume mixing ratio and the aerosol extinction in the band (referred to hereafter as 62X).
Both signals are affected by three spectral contaminants, H,O, O, and CH,, and are
accounted for using climatological fields. Any deviation from these climatological states
(relevant for H,0 and CH,) will manifest itself in one of the products, primarily in the
aerosol product rather than the NO,. Water and methane are of course also ISAMS
operational products, and their use as contaminants in the NO,/62X retrieval is
anticipated in the future. The retrieval range is 100 to 0.32 mbar for the version 8
delivery, extended up to 0.1 mbar in version 9, thus covering the full range of useful
information from the instrument.

The a priori estimates for the products are simple single profiles (separate day and night
for NO,), so that these may not introduce large-scale structures in synoptic fields. The
associated standard deviations are set at 75% for NO, and 200% for 62X with vertical
correlation scale-lengths / (the correlation falls off as e @) of 5 km.

The patterns shown by the retrieved NO, distribution look reasonable, but the absolute
values are a little high. It is suspected that our measurement of the amount of NO, in the
pressure modulator cell is in error. The distribution of aerosol does not agree in detail

with that at 12.1 pm. This result is partly artificial, due to the bias in the NO, retrieval,
and partly real, due to spectral differences in the aerosol between the two wavelengths.

2.3.3.7 Dinitrogen Pentoxide (N205)

V0008 N,Oj is the first operational product generated by a new ISAMS retrieval
algorithm, LV2VMR. This algorithm assimilates the Level 1 radiances directly at their
measurement time and location, performing a retrieval every ISAMS Measurement
Period (IMP=2.048s, or about 15 km along-track) to update the estimated profile. The
standard optimal estimation equations are used (Rodgers, 1976), simplified for a single
jteration. It is assumed that the measurement errors are uncorrelated (probably unrealistic
if calibration errors dominate the random noise), so that the measurement covariance is a
simple diagonal matrix.

For the first retrieval in a ‘mode’ (a period of continuous ISAMS viewing to either the
+Y or -Y side, or an entire day, whichever is shorter), the a priori estimate and its



covariance are taken from climatology. For subsequent retrievals, the a priori estimate
is constructed from the previous retrieval, relaxed slightly towards climatology. Thus,
after a few retrievals, the a priori estimate is largely determined by the previous retrievals
rather than climatology, and it is assumed that this will be close enough to the next
solution so that only a single iteration is required.

The N,Og4 climatology is represented by a single profile, assumed applicable to all
latitudes, times of day and seasons. While this is clearly unrealistic, it does guaratee
that any observed structure in the retrieved N,O; is not created by the climatology
(although it may be influenced by the contaminant climatologies, which do include
latitudinal/seasonal factors). The profile was that used in the FASCODE transmission
program, representing typical noon concentrations. The climatological covariance matrix

contains diagonal elements based on a 16 uncertainty of 1000% in the climatology, and

off-diagonal elements falling off as elde/ ll, where [ is 5 km.
Profiles of temperature, pressure and aerosol extinction come from the ISAMS Level 2
products, the latter obtained by scaling the retrieved 12.1 pm extinction by a suitable

constant to estimate the 8.1 um extinction. For other spectral contaminants (CO,, H,O,
CH,, N,0, O;), climatological values are used.

The retrieval is performed both forward and backward through the mode, and at selected
times the result of the forward a priori estimate is combined with the backward retrieval
to generate a merged estimate. This technique is the same Kalman filter approach used in
the ISAMS temperature/pressure retrieval. The merged estimates form the level 2
profiles, with the “quality” values taken from the square-roots of the corresponding
diagonal elements of the covariance matrix, converted from In(vmr) to vmr (volume
mixing ratio). At profile levels where this covariance exceeds 50% of the climatological
covariance, the quality value is made negative to indicate that most of the information
comes from the climatology rather than the measurements. To conform to other ISAMS
products, level 2 profiles are generated twice per UARS minute, i.e., every 200 km along-
track, although it should be remembered that there is only one profile of 72W
measurements per UARS minute.

The error analysis indicates that N,Og errors in version 8 are greater than 100% at all

levels. This data should not be used except with great caution, and consultation with the
ISAMS team.

2.3.3.8 Nitric Acid (HNO3)

The nitric acid channel is heavily contaminated with aerosol emission. The retrieval in
the presence of this contamination has proved difficult to the accuracy required for public
release of the data. Consequently nitric acid is not available in version 8 or 9. Itis
expected that it will become available in version 10 of the data processing.

2.3.3.9 Carbon Monoxide (CO), 10-0.03 mbar

The V0008 retrieval of CO uses the vector-vector scheme and CO is retrieved between 10
and 0.03 mbar (31 and 74 km approx). The CO a priori climatology consists of a single
profile, taken from Allen et al., 1981, with a standard deviation of 75% of the CO value.
The three molecular contaminant species CO,, N,O and O,, included in the retrieval are
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taken from the ISAMS climatology. In version 8, the forward model errors at every
altitude were assumed equal to 2% of a climatological radiance profile, which is
unrealistically small. The retrieval lower limit has been set up at 10 mbar, since aerosol
contamination is present in the OOP signal, but no correction for aerosol emission has
been included yet operationally. No line-of-sight correction is made in Version 8. The
statistics of the retrieval shows, typically, an average number of iterations for
convergence of about 4.7, and 99% of the retrievals converge.

It is important to note the greater ability of the retrieval scheme to sound the mesospheric
CO during daytime than at night. As a consequence of the enhanced non-LTE emission
in the mesosphere during daytime, the O0P level 2 radiances have a larger signal to noise
than at night. During nighttime, the radiance noise is similar to the radiance value above
about the stratopause and, consequently, the retrieved CO tends to the climatology in the
mesosphere. Note also that the effect of mesospheric emissions at stratospheric altitudes
is important during daytime. In summary, the user must be aware of the generally
different values of CO for day and night at collocated geographical points in the
mesosphere in version 8. The nighttime retrieved CO is more biassed towards the a priori
estimate in the nighttime case, while the larger daytime S/N relation makes the effect of
the a priori estimate smaller in this case. Mesospheric nighttime CO should be
disregarded on this basis.

Generally, the version 8 CO retrievals look reasonable, but validation is problematical
owing to lack of correlative data.

2.4 MLS Algorithm Status

Currently MLS is producing version 0003 files using its version 412 software. All MLS
data since launch have been reprocessed to version 3, and older versions should not be
used. An error was found in the L3AL longitude field after reprocessing began. A patch
to the software was delivered, and higher-cycle L3AL files were generated. Lower -cycle
files should not be used.

A fatal failure occurred in the 183-GHz radiometer in April of 1993. The last good full
day of data was April 15, 1993 (UARS Day 582), for ozone from 183-GHz band and for
H,O retrievals. Although Level 3 files for these two species were produced until August
8, 1993 (UARS Day 697), the period after April 15 gave climatological fields rather than
MLS information about these fields. Therefore, only fields for O3_183 and H,O prior to
April 16, 1993 should be used for scientific purposes.

Occasional interference effects (induced by the switching mirror stepper motor at low
spacecraft battery voltage) can perturb the radiances and retrieved parameter values. This
problem started in mid-October 1992, and typically occurs just before sunrise (at the
satellite location) for a few minutes. Some diagnostics are sensitive to this effect (quality
fields in the Level 3 parameter files show a degradation for Cl1O and O3_205), but the
predictive capabilities of the current software did not allow for this effect to be reflected
in the error bars (quality values) given in the Level 3A files. The MLS team plans to
document in more detail the specific times/locations of these interference effects, which
can lead to occasional bad profiles, especially for those parameters derived from the
weakest signals.

The V0003 MLS files for temperature, ozone (both from the 205-GHz band retrievals
and the 183-GHz band retrievals), water vapor, chlorine monoxide, and sulfur dioxide



contain generally reliable and useful information about the global distribution and
variability (spatial and temporal) of these fields. However, the error bars (quality fields
in the files) and other diagnostic information need to be examined for optimum use of
these fields in scientific analyses. A summary of useful vertical ranges, precision and
accuracy estimates, caveats, and known systematic effects is provided below for each
retrieved parameter. This summary will be detailed further and updated in published
work. Current issues and future goals, in terms of retrieval algorithms for each
parameter, are also summarized.

The next significant upgrade in software (for full reprocessing) is not expected until late
1994.
2.4.1 Temperature

CHANGES FROM PREVIOUS VERSION

Temperatures in the V0003 files are very similar to the previous version, except in the
mesosphere. The retrieval software includes in the error budget, a term for field of view
(FOV) calibration uncertainty. Temperatures in the mesosphere are closer to climatology
and have larger errors. Temperature differences (RMS) between versions V0002 and
V0003 are 1 K from 22 mbar to 2.2 mbar, 2.5 K at 1 mbar and 5 K at 0.46 mbar.

CURRENT STATUS

Standard Pressure  Estimated §ingle Profile  Estimated Accuracy*

UARS Level (mbar) 16 Precision! (K) (K)
20 0.46 3 7
18 1.0 2.5 5
16 22 1.5 5
14 4.6 1.5 5
12 10 1.5 4
10 22 1.5 4

! The precisions are estimated from RMS differences between near collocated measurements on adjacent
orbits (1.5 hours separated) at the orbit turn-around points.

2 The accuracies are obtained from RMS differences between the MLS profiles and the NMC daily

analyses interpolated onto the MLS orbit tracks. The numbers should be interpreted as preliminary upper
bounds on the 16 accuracy.

RESOLUTION

The retrieved vertical resolution is two UARS pressure surfaces (Alog,q(p) = 0.33, or
about 6 km). The retrieved temperature profile is represented as a piecewise-linear
function with break points at alternate (even-numbered) UARS pressure surfaces (e.g.,
10, 4.6, 2.2, 1 mbar). The temperatures on the even-numbered surfaces (level 3AT files
only) are the retrieved break-point values, while those on the odd-numbered surfaces
(e.g., 6.8, 3.2, 1.5 mbar) are averages of the temperatures on adjacent even-numbered
surfaces. The level 3AL profiles have an additional linear interpolation with respect to
latitude to generate an evenly spaced latitude grid.
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SYSTEMATIC EFFECTS

Orbit and yaw period dependencies are observed in the temperature field. Zonal mean
differences and zonal RMS differences between the MLS temperature field and the NMC
analysis show biases which depend on: whether the data is obtained during the ascending
or descending sides of the UARS orbit, whether MLS is looking north or south, and when
during a yaw period the measurements are taken. These systematic errors are 1-3 K in
the stratosphere, but can be as much as 10 K in the lower mesosphere. Comparisons of
zonal mean cross-sections , before and after yaw maneuvers suggest that the north-
looking cross-sections may be shifted northward 1-3 degrees in latitude relative to the
south-looking cross-sections.

MLS temperatures are biased 1-2 K lower than NMC temperatures between 22 mbar and
1 mbar.

Lapse rates in the mesosphere are too negative due to decreasing sensitivity. A notch,
usually negative, is observed in many MLS temperature profiles at 0.22 mbar.

CAVEATS

The retrieval is based on the sequential estimation algorithm with an a priori estimate
containing both the NMC daily analysis (when available) and a month-dependent,
latitude-dependent climatology developed by the UARS science team. Although the
profiles extend from 1000 mbar to 0.0001 mbar, useful information is provided by MLS
only between 22 mbar and 0.46 mbar. Above 0.22 mbar the profiles relax slowly to the
climatology. Below 22 mbar, the profiles are linearly interpolated from NMC daily
analyses (or climatology when necessary) onto even-numbered surfaces. Temperatures
outside the range, 22 mbar to 0.4 mbar should not be used without the endorsement of the
MLS team.

Currently a linearized forward model is used to fit radiances in a one-pass retrieval
through the data. In the winter at high latitudes, the atmosphere may differ from the
linearization point by more than 20 K, especially when wave activity is enhanced.
During these periods, systematic errors from nonlinearities may be of the order of
5-10 K. Wave amplitudes may be misrepresented during periods of large wave activity.

The “quality” field in the level 3A files is the retrieval’s estimated uncertainty, includes
random and systematic components, and is obtained by propagating precisions of the
radiance measurements, estimates of constrained parameter uncertainties, forward model
inaccuracies, and some calibration uncertainties through the retrieval software. The
quality should be interpreted as a lower bound on the accuracy.

At the conclusion of the retrieval, the estimated uncertainty is compared with the a priori
uncertainty. When the ratio is greater than 0.5, or the temperature is more than 25%
climatology, the quality is set negative to flag the dependence of the retrieved
temperature on the a priori knowledge. Profiles with all qualities negative were usually
not retrieved and are the a priori estimates; including these profiles in scientific analyses
is not recommended.

The level 3 parameter files (described in the “Standard Formatted Data Units, MLS Level
3TP Parameter File” and “Standard Formatted Data Units, MLS Level 3LP Parameter
File” documents) contain the diagnostic flag “MMAF_STAT.” For optimal use of the
MLS data, the parameter files should be examined, and profiles with MMAF_STAT not
set to “G,” “T,” or “t” should be disregarded.



ISSUES AND FUTURE GOALS

* Continued investigation into sources of orbit and yaw period dependency of
temperature field.

* Improve winter polar temperature retrievals where the atmosphere is further from
retrieval linearization point by including a fully nonlinear radiance model.

* Improve temperature sensitivity in the mesosphere by using the three magnetic center
channels, adjust retrieval grid to better reflect actual sensitivity, and fold tangent
point pressure differences and geodetic altitude into the temperature retrievals.

* Extend MLS temperatures profiles lower into the stratosphere by incorporating a
nonlinear retrieval scheme. Useful range should be extended to 46 or 68 mbar.

2.4.2 Ozone (03)

CHANGES FROM PREVIOUS VERSION

V0003 files for O3_205 give data values which are very close to the previous version,
except in the lower stratosphere. A general increase in ozone occurred at 100 mbar, with
some decrease at 46 mbar; this led to much fewer negative values at 100 mbar, where an
overall negative bias existed before. The previous bias was largely caused by the
inclusion of radiances for scan positions with tangent pressures larger than 100 mbar.
However, small biases still persist, as discussed above.

Also, an adjustment was made in the pointing angle of the 183-GHz radiometer field of
view (FOV), based on a comparison between the two ozone retrievals and independent
moon scans to check the relative pointing between the 205-GHz and 183-GHz radiometer
FOVs. This brought the two ozone retrievals in reasonable agreement, but a refinement
in this approach is to be expected.

CURRENT STATUS
This information is for O3_205 (ozone retrieved from 205-GHz radiometer radiances).

Standard Pressure  Estimated Sin gle Profile  Estimated Accuracy?

UARS Level (mbar) 16 Precision' (ppmv) (%)
20 0.46 0.5 10

18 1.0 0.3 7

16 22 0.3 7

14 4.6 0.3 S5

12 10 0.2 5

10 22 0.2 7

8 46 0.2 30

6 100 0. > 50

! The estimated precisions are based on observed variability in latitude bands where meteorological
variability is small, hence the true precisions may be somewhat better than these estimates. These numbers
are 1o (RMS) precisions and are consistent with theoretical estimates obtained by propagating the radiance
measurcment precisions through a sequential estimation retrieval algorithm.

2 The accuracy estimates arc based on statistical comparisons with other data sets (including SAGE 11,
ozonesonde, and balloon correlative data) and are preliminary,

35



36

RESOLUTION

The retrieved vertical resolution is two UARS pressure surfaces (Alog,q(p) = 0.33, or
about 6 km). The retrieved ozone volume mixing ratio profile is represented as a
piecewise-linear function with break points at alternate (even-numbered) UARS pressure
surfaces (e.g., 100, 46, 22, 10 mbar). The mixing ratios on the even-numbered surfaces
(level 3AT files only) are the retrieved break-point values, while those on the odd-
numbered surfaces (e.g., 68, 32, 15 mbar) are averages of the mixing ratios on adjacent
even-numbered surfaces. The level 3AL profiles have an additional linear interpolation
with respect to latitude to generate an evenly spaced latitude grid.

SYSTEMATIC EFFECTS

The 46-mbar ozone mixing ratios usually have a negative bias (in comparison with other
data sets) of approximately a few tenths of a ppmv, whereas the 100-mbar ozone mixing
ratios generally have a positive bias of approximately 0.1 to 0.2 ppmv; these biases
account for most of the accuracy figures at 46 and 100 mbar.

A small (approximately 5%) positive bias relative to SAGE II measurements exists in the
middle and upper stratosphere. Similar biases are seen in other (but not all) comparisons
near the ozone volume mixing ratio profile maximum. Integrated column ozone using
data at 100 mbar and above tend to be biased high compared to estimated columns from
other data sets (TOMS or ozonesondes); these biases may be caused by inadequate
vertical resolution.

A cyclic 03_205 fluctuation synchronized to the UARS yaw period (roughly every
36 days) is present primarily in the tropics at the lowest altitudes, and affects column
ozone by approximately 5 to 10 percent. The zonal mean O3_205 trend shows small
“jumps” coincident with some satellite yaw maneuvers.

CAVEATS

03_205 has received greater scrutiny than O3_183 and is currently the recommended
ozone for stratospheric studies. It has consistently agreed with other data sets better than
03_183, and the 205-GHz radiances show better radiance residual closure than the
183-GHz radiances. However, O3_183 is better for mesospheric studies (up to 0.05
mbar) where the 205-GHz radiances lose sensitivity. The two fields are in good
agreement in the upper stratosphere where both 183 and 205-GHz radiances have similar
sensitivities.

The retrieval is based on the sequential estimation algorithm with an a priori estimate
based on a month-dependent and latitude-dependent climatology developed by the UARS
science team. While the O3_205 profiles have 37 grid points extending from 464 mbar to

4.6 x 10~ mbar, the values at pressures outside the range 100 mbar to 0.46 mbar are
mostly climatological. O3_205 at 100 mbar currently exhibits some large biases and
therefore has limitations for use in scientific studies. Mixing ratios at pressures larger
than 100 mbar or smaller than 0.46 mbar should not be used for scientific studies, and
values at 100 mbar should not be used without consulting the MLS team.

The “quality” field in the level 3A files is the retrieval’s estimated uncertainty. It
includes random and systematic components, and is obtained by propagating precisions
of the radiance measurements, estimates of constrained parameter uncertainties and



forward model inaccuracies through the retrieval software.
interpreted as a lower bound on the accuracy.

At the conclusion of the retrieval, the estimated uncertainty is compared with the a priori
uncertainty. When the ratio is greater than 0.5, or the estimated mixing ratio is more than
25% climatology, the quality is set negative to flag the dependence of the retrieved
mixing ratio on the a priori knowledge (note that the 100-mbar and 0.2-mbar levels are
generally flagged with negative quality). Profiles with all qualities negative were usually
not retrieved and are climatology; including these profiles in scientific analyses is not
recommended.

The level 3 parameter files (described in the “Standard Formatted Data Units, MLS Level
3TP Parameter File” and “Standard Formatted Data Units, MLS Level 3LP Parameter
File” documents) contain the diagnostic flag “MMAF_STAT.” For optimal use of the
MLS data, the parameter files should be examined and profiles with MMAF_STAT not
set to “G,” “T,” or “t” should be disregarded.

CURRENT STATUS
This information is for O3_183 (ozone retrieved from 183-GHz radiometer radiances).

The quality should be

Standard Pressure  Estimated Single Profile  Estimated Accuracy?

UARS Level (mbar) 16 Precision! (ppmv) (%)
26 0.046 0.4 —
24 0.10 0. —
22 0.22 0. —
20 0.46 0.2 —
18 1.0 0.2 —
16 2.2 0.3 —
14 4.6 0.3 -
12 10 0.2 —
10 22 0.2 —
8 46 0. —

! The estimated precisions are based on observed variability in latitude bands where meteorological
variability is small, hence the true precisions may be somewhat better than these estimates. These numbers
are 1o (RMS) precisions and are consistent with theoretical estimates obtained by propagating the radiance
measurement precisions through a sequential estimation retrieval algorithm.

2 The accuracy estimates for O3_183 should be similar to, but somewhat larger than those for 03_205
based on comparisons of the two products.

RESOLUTION

The retrieved vertical resolution is two UARS pressure surfaces (Alog,,(p) = 0.33, or
about 6 km). The retrieved ozone volume mixing ratio profile is represented as a
piecewise linear function with break points at alternate (even-numbered) UARS pressure
surfaces (e.g., 10, 4.6, 2.2, 1 mbar). The mixing ratios on the even-numbered surfaces
(level 3AT files only) are the retrieved break-point values, while those on the odd-
numbered surfaces (e.g., 6.8, 3.2, 1.5 mbar) are averages of the mixing ratios on adjacent
even-numbered surfaces. The level 3AL profiles have an additional linear interpolation
with respect to latitude to generate an evenly-spaced latitude grid.

37



38

SYSTEMATIC EFFECTS

03_183 may be biased high by 5 to 10 percent (based on what is known for O3_205 and
limited comparisons between the O3_205 and O3_183 fields).

CAVEATS

The O3_183 data have not been scrutinized as critically as the 03_205 data because of
efforts to resolve observed postlaunch biases. O3_205 has consistently agreed with other
data sets better than O3_183, and the 205-GHz radiances show better radiance residual
closure than the 183-GHz radiances. Although reasonable consistency exists with the
03_205 data, detailed studies of possible systematic effects have not been completed.
This should be kept in mind when attempting to analyze 03_183 data.

03_183 is better than 03_205 for mesospheric studies (up to 0.05 mbar) where the
205-GHz radiances lose sensitivity. The two fields are in good agreement in the upper
stratosphere where both 183 and 205-GHz radiances have similar sensitivities.

The retrieval is based on the sequential estimation algorithm with an a priori estimate
based on a month-dependent latitude-dependent climatology developed by the UARS
science team. While the O3_183 profiles have 37 grid points, extending from 464 mbar

up to 4.6 X 10~ mbar, the mixing ratios at pressures outside the range 46 mbar to
0.046 mbar are mostly climatological and should not be used for scientific studies.

The “quality” field in the level 3A files is the retrieval’s estimated uncertainty. It
includes random and systematic components, and is obtained by propagating precisions
of the radiance measurements, estimates of constrained parameter uncertainties and
forward model inaccuracies through the retrieval software. The quality should be
interpreted as a lower bound on the accuracy.

At the conclusion of the retrieval, the estimated uncertainty is compared with the a priori
uncertainty. When the ratio is greater than 0.5, or the estimated mixing ratio is more than
25% climatology, the quality is set negative to flag the dependence of the retrieved
mixing ratio on the a priori knowledge. Profiles with all qualities negative were usually
not retrieved and are climatology; including these profiles in scientific analyses is not
recommended.

The level 3 parameter files (described in the “Standard Formatted Data Units, MLS Level
3TP Parameter File” and “Standard Formatted Data Units, MLS level 3LP Parameter
File” documents) contain the diagnostic flag “MMAF_STAT.” For optimal use of the
MLS data, the parameter files should be examined and profiles with MMAF_STAT not
set to “G,” “T,” or “t” should be disregarded.

ISSUES AND FUTURE GOALS

« Improved accuracy and further extension of the useful vertical ranges through the use
of a nonlinear, iterative retrieval scheme, which makes optimum use of all channels at
all scan positions.

« Increased vertical resolution (in the retrieval grid), particularly in the lower
stratosphere.

« Elimination of possible “small” biases in the 03_205 profiles. This includes
refinement of simulation tests, and is tied to the previous two items.



* Elimination of the artificial cyclic behavior (within yaw periods) for O3_205 (and
0O3_183 if present there as well). This effect may be tied to the band 1 retrievals
(temperature and tangent pressure).

* Elimination of small jumps in the zonal mean values (studied only for O3_205 so far)
across yaw days. This effect may be tied to the band 1 retrievals (temperature and
tangent pressure).

 Improved radiance fits for the 183-GHz ozone in particular.

+ Refinements in the postlaunch determination of radiometer pointing differences (this
effect has an impact on the retrievals).

* Better agreement between the two independent ozone retrievals, particularly in the
lower stratosphere (with the possible generation of one common ozone field, for the
period when both radiometers were operational).

2.4.3 Water Vapor (H20)

CHANGES FROM PREVIOUS VERSION

Improvement of the 183-GHz radiometer calibration (see comments on MLS O;) has
resulted in a reduction of retrieved MLS H,O stratospheric values (using V0003) of about
5-10% (in comparison to versions V0001 and V0002, which were used at the Oxford and
Boulder data validation meetings). A reduction in the mesospheric temperature spikes
(systematic effect) in VOOO3 files has helped reduce the extent of H,O spikes, although
some effect still exists.

Upper tropospheric H,O retrievals using band 3 are being produced routinely at JPL and
analyzed as a research product.

CURRENT STATUS
Standard Pressure  Estimated Single Profile  Estimated Accuracy?
UARS Level (mbar) 16 Precision! (ppmv) (%)

22 0.22 0.4 15-30
20 0.46 0.4 15-30
18 1.0 0.3 15-30
16 22 0.2 15-30
14 4.6 0.2 15-30
12 10 0.1 15-20
10 22 0.2 15-20

8 46 0. 15-20

! The estimated precisions are based on observed variability in latitude bands where meteorological
variability is small, hence the true precisions may be somewhat better than these estimates.

2 These accuracics are first-order estimates based on comparisons of MLS H,O data with other UARS
and/or correlative measurements.

RESOLUTION

The retrieved vertical resolution is two UARS pressure surfaces (Alog,,(p) = 0.33, or
about 6 km). The retrieved water vapor volume mixing ratio profile is represented as a
piecewise-linear function with break points at alternate (even-numbered) UARS pressure
surfaces (e.g., 10, 4.6, 2.2, 1 mbar). The water vapor mixing ratios on the even-numbered
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surfaces (level 3AT files only) are the retrieved break-point values, while those on the
odd-numbered surfaces (e.g., 6.8, 3.2, 1.5 mbar) are averages of the mixing ratios on
adjacent even-numbered surfaces. The level 3AL profiles have an additional linear
interpolation with respect to latitude to generate an evenly spaced latitude grid.

SYSTEMATIC EFFECTS

At high latitudes, especially in winter, the estimated uncertainty (see below) can increase
to 1.8 ppmv at 46 mbar, and to 1 ppmv at 22 mbar, whereas the low latitude uncertainties
are around 0.9 ppmv and 0.8 ppmv. At these pressures, the a priori uncertainty is
2 ppmv, so that for these estimated uncertainties, the estimated mixing ratios are more
than 80% or 25% climatology. Detailed studies suggest that this is due to a combination
of the atmosphere being optically thick and very low temperatures (especially during
winter), resulting in a loss of information content.

A “notch” of high H,O values appears in the lower mesosphere (in the region near 0.1
mbar) which is thought to be unreal and needs further study.

Comparisons with other UARS data and/or correlative data suggest that MLS H,O may
be roughly 10-30% too high in the range 46 mbar to 0.2 mbar.

CAVEATS

The “quality” field in the level 3A files, the retrieval’s estimated uncertainty, includes
random and systematic contributions, and is obtained by propagating precisions of the
radiance measurements, estimates of constrained parameter uncertainties, and forward
model inaccuracies through the retrieval software. The quality should be interpreted as a
lower bound on the accuracy.

The useful vertical range for MLS H,O is 46 mbar to 0.2 mbar. At 46 mbar there is a loss
of information at high latitudes. H,O values at 46 mbar should not be used in scientific
studies without the endorsement of the MLS team.

The retrieval is based on the sequential estimation algorithm and uses an a priori estimate
based on a month-dependent latitude-dependent climatology developed by the UARS
science team. At the conclusion of the retrieval, the estimated uncertainty is compared
with the a priori uncertainty. When the ratio is greater than 0.5, or the mixing ratio is
more than 25% climatology, the quality is set negative to flag the dependence of the
retrieved mixing ratio on the a priori estimate. Only data having positive quality should
be used for scientific purposes.

The level 3 parameter files (described in the “Standard Formatted Data Units, MLS Level
3TP Parameter File” and “Standard Formatted Data Units, MLS Level 3LP Parameter
File” documents) contain the diagnostic flag “MMAF_STAT.” For optimal use of the
MLS data, the parameter files should be examined and profiles with MMAF_STAT not
set to “G” should be disregarded.

ISSUES AND FUTURE GOALS

« Improved accuracy and further extension of the useful vertical ranges through the use
of a nonlinear, iterative retrieval scheme, which makes optimum use of all channels at
all scan positions.



* Increased vertical resolution (in the retrieval grid), particularly in the lower
stratosphere.

* Further investigation of any possible systematic effects in the profiles, such as the
notch in mesospheric H,0, and elimination of such effects.

» Further investigation of any possible systematic effects in the temporal evolution of
zonal mean fields (such as the effects observed in temperature and O3_205), and
elimination of such effects.

» Improved radiance fits.

* Refinements in the postlaunch determination of radiometer pointing differences (this
has an impact on the retrievals).

2.4.4 Chlorine Monoxide (CIO)

The latest MLS production data-processing algorithms were implemented in software
delivered to the CDHF in December 1992, and all MLS data have been reprocessed with
this software. These algorithms corrected all ClO problems mentioned in the report from
the previous October 1992 UARS Validation Workshop held in Boulder.

CURRENT STATUS

Standard Pressure  Estimated Single Profile  Estimated Accuracy?

UARS Level (mbar) 16 Precision‘ (ppbv)

20 0.46 1.6 0.15 ppbv and 30%
18 1.0 1.3 0.10 ppbv and 20%
16 22 0.8 0.10 ppbv and 15%
14 4.6 0.5 0.10 ppbv and 15%
12 10 0.4 0.15 ppbv and 15%
10 22 0.4 0.20 ppbv and 15%

8 46 0.5 0.50 ppbv and 15%

6 100 1.5 0.70 ppbv and 40%

! The estimated precisions given here are typical values obtained by propagating yhe radiance precisions
through the retrieval algorithm and are consistent with the observed variance in situations where CIO is
below the instrument noise level. The quality field in the level 3A files give the estimated precisions on
individual profiles. Precision can be improved by averaging together individual profiles.

2 The estimated accuracies are a root sum square of a bias error (accuracy given in ppbv) plus a scaling
error (the product of the fractional accuracy and the estimated mixing ratio). These accuracies do not
include the random noise which, for a single profile, is the estimated precision..

USEFUL VERTICAL RANGE

The useful vertical range is 100 to 0.46 mbar. As with other MLS data in Version 3 files,
ClO is retrieved only on “even” UARS surfaces (100, 46, 22, ... mbar); values given on
the “odd” UARS surfaces (68, 32, 15, ... mbar) are averages of the values retrieved on
the two adjacent surfaces. Only data having positive values of the quality indicator in the
Level 3 data files should be used for scientific purposes. Additional quality indicators in
the Level 3 parameter files should also be examined, and only data having
MMAF_STAT=G and QUALITY_CLO=4 should be used for scientific studies.
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Individual ClO profiles generally have poor signal-to-noise ratios and most scientific uses
of these data will require averaging.

CAVEATS

The data contain known systematic errors which are described in section 2.5.4, and these
should be accounted for when scientific studies are performed with the data. Of
particular note is that the enhanced abundances of lower stratospheric polar winter vortex
ClO are expected to be overestimated by approximately 0.4 ppbv when HNO,
abundances are near zero. Also, the 100 mbar CIO retrievals are still under investigation
and should not be used in scientific investigations without endorsement by the MLS
team. ClO values appear in the data files for pressures greater than 100 mbar, but should
not be used for scientific purposes: these are strongly affected by the a priori estimate and
are used to provide suitable “boundary conditions” outside the region where useful
retrievals are obtained. MLS measures only the 33ClO isotope. Retrieved 35C1O mixing
ratios are multiplied by 1.32 to give the estimated total CIO mixing ratio in both 3Cl0
and ’ClO isotopes, and this total is stored in the Version 3 data files. References for the
chlorine isotopic abundances are given in Waters (1993).

CURRENT ISSUES

There is a possible discrepancy between MLS and ground-based September 1992
measurements of upper stratospheric ClO over Antarctica, and more work is needed to
resolve this discrepancy. More work is also needed to quantify the uncertainties (both
random noise and systematic effects) in the 100-mbar ClO values, and the extent to which
these values can be generally used in scientific studies. Improvements in the MLS
retrieval algorithms are planned for future reprocessing(s) to further improve the quality
of the ClO product.

It must be emphasized that the CIO values given in the MLS data files represent a “best
fit” profile which is piecewise linear in ClO mixing ratio versus log,¢(p). The break
points of this piecewise linear representation occur at even UARS pressure surfaces (100,
46, 22, ..., 0.46 mbar), corresponding to a vertical resolution of about 5 km. Vertical
structure finer than 5 km, as expected to be significant during polar stratospheric cloud
processing, is not resolved and errors can result if the MLS values are interpreted only as
“abundances at that pressure.” The proper interpretation is that the values describe the
vertical profile which best fits the MLS measurements under the limitations of the current
algorithms and vertical representation.

Averaging kernels (Rodgers 1990), which describe the vertical smearing of the Version 3
CIO data, are shown in Figure 2.4.4-1. The a priori profile used in the ClIO retrievals is
from the UARS “climatology,” and includes no heterogeneous chemistry enhancements
of lower stratospheric CIO, so as to eliminate possibility of an a priori positive bias on
the enhanced ClO values retrieved in the polar winter vortices. An a priori uncertainty of

3 ppbv (16) is used for CIO at all pressures from 100 to 0.46 mbar.

An important aspect of validating the MLS ClO measurement is examination of the
radiances from the instrument, and the extent to which these radiances are “fit” by the
radiances calculated from the retrieved profiles. A linear “spectral baseline” is retrieved
for each measured spectrum, so that only the spectrally varying component of the



measured radiances affects the retrieved atmospheric parameters. There are 30 spectral
channels (in MLS spectral bands 2 and 3) which are used for retrieving ClO. These
channels resolve the ClO emission line at all altitudes throughout the stratosphere,
allowing clear identification of the ClO signal. An independent retrieval (with no
“memory” of the previous retrieved profile) is performed on each 65-s limb scan with
approximately 18 measured spectra used in each retrieval. Thus, approximately 500
spectral measurements in each limb scan are used to retrieve the profile. Since there are
many more spectral measurements than retrieved parameters, examination of the
residuals is a meaningful exercise. A quality indicator for each CIO retrieval
(QUALITY_CLO) is calculated and placed in the Level 3 Parameter files on the CDHF;
this includes information on the quality of radiances used in the retrievals, and the quality
of the retrieval “fit” to the radiances. As mentioned earlier, only retrievals having CIO
quality indicator of 4 (good radiances, and good fit to within the expected noise) should
be used for scientific analyses.

Figure 2.4.4-2 shows averages of measured lower stratospheric radiances and residuals
for conditions of enhanced lower stratospheric CIO in the Arctic vortex (see discussion in
Waters et al. 1993). Figure 2.4.4-3 shows similar quantities for upper stratospheric
radiances. The measured CIO signal is well fit by the signal calculated from the retrieved
profiles, and the fits shown here are typical. Note the narrower spectral line for the upper
stratospheric ClO signal as expected due to decreased pressure broadening in the upper
stratosphere. Figure 2.4.4-4 shows spectra taken from tangent heights above
approximately 65 km. Negligible ClO signal is expected at these altitudes and the spectra
illustrate residual instrumental artifacts in the measured radiances. These artifacts are at
the 0.05-K brightness temperature level, which correspond to ClO abundances at
approximately 0.05 ppbv. They appear sufficiently stable that day-night differences (of
data taken within a period of a few days) should reduce the instrumental artifacts to a
level corresponding to ClO abundances of approximately 0.01 ppbyv.

2.4.4.1 Chlorine Monoxide Error Estimates

Errors in the retrieved CIO profiles are conveniently grouped into three categories:

Figure 2.4.4.1-1 shows the contributions from:

(1) Noise - a random contribution which can be reduced by averaging;

(2) Scaling - a multiplicative uncertainty which gives a percentage uncertainty in the
measurements;

(3) Bias - an additive uncertainty which can be reduced by taking appropriate differences.

Figure 2.4.4.1-1 shows contributions to the MLS errors using the formalism developed by
Rodgers (1990). The curve labeled "a priori error” is what has sometimes previously
been called the null space error, and we use the new terminology per the recommendation
of Marks and Rodgers (1993). The a priori error can be considered a scaling error, as will
be discussed later. The " measurement error" curve shown in the figure is due to the
instrument hoise for a single profile. The "residual error" is the error associated with the
lack of a complete fit to the radiances and should be considered a bias error. It is an
aggregate measure of any errors which prevents fitting the measured radiances by the
forward model and retrieval scheme. Values shown in Figure 2.4.4.1-1 were determined
by averaging measurements so that instrument noise did not contribute significantly. The
residual error can vary, depending upon the particular situation, but we believe the values
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shown adequately represent mid-latitude situations. More details on bias uncertainties for
conditions of enhanced ClO in the polar vortex are discussed in Section 2.5.4.3

Figure 2.4.4.1-2 summarizes estimates for these three types of uncertainties for the ClO
data in the MLS Version 3 files on the CDHF. The following subsections describe how
these estimates were obtained.

2.4.4.2 Cl0 Noise Errors

The noise uncertainty (+/- one signal) associated with each retrieved profile is computed
by the retrieval algorithms and stored with the retrieved values in the CDHF files as a
quality indicator. The algorithms which calculate it include the effects of uncertainties in
temperature, pointing (pressure), water vapor, fitted spectral baseline, and other
parameters which are part of the overall state vector for the MLS retrievals. The
uncertainty is made negative if the a priori error (a constant 3 ppbv for ClO) is not
reduced by at least a factor of two ( corresponding to less than 75% of the information in
the retrieved profile being from the MLS measurements and more than 25% being from
the a priori).

Figure 2.4.4.2-1 compares the noise uncertainties produced by the retrieval algorithms
and the observed standard deviation in the retrieved ClO values. Each of the plots is fora
full UARS month (summer in each hemisphere) of retrievals made for data at night with
local solar times between midnight and 6 am (no retrievals were included for which the
solar zenith angle was less than 95°) when stratospheric ClO is expected to be a minimum
and variations in the retrieved profiles are expected to be dominated by the instrument
noise. More than 10,000 independent retrievals were included for each of the two
months. The standard deviation of the measurements agrees closely with the predicted
one sigma noise, except at 100 mb. Part of the discrepancy at 100 mb is due to the fact
that the uncertainties predicted by the retrieval algorithms include a contribution due to
the assigned 3 ppbv a priori uncertainty, while a constant a priori value (essentially a
value of zero at 100 mb) with no noise is actually used during the retrievals. This effect
is easily calculated, and the predicted noise at 100 mb should be reduced from 1.7 to 1.4
ppbv with no actual noise on the a priori. The remaining discrepancy of approximately
0.4 ppbv is under investigation. Note that the formal error estimates in Figure 2.4.4.1-1
also show smaller errors than predicted by the production processing algorithms at 100
mb and even smaller than the observed variations. Further investigations of the 100 mb
noise estimates are needed.

Figure 2.4.4.2-2 shows the distribution on each retrieval pressure surface of values of the
nighttime CIO retrievals which were included in Figure 2.4.4.2-1 (a total of more than
20,000 retrievals). The distribution is seen to be Gaussian, as expected. A similar
distribution for nighttime MLS CIO in northern 1992 winter was found in the analyses of
Schoeberl et al. (1993). These results indicate that analyses based on Gaussian noise
statistics are justified for the MLS ClO data.

2.4.4..3 ClO Scaling Errors

Figure 2.4.4.3-1 summarizes the estimated scaling uncertainties associated with the
Version 3 ClO data files. The basis for these estimates is described below.



ClO is retrieved from optically-thin radiance measurements, and there is, to within a good
approximation, a linear relationship between the CIO abundances, the ClO spectral line
strength, and the radiances. The same scaling uncertainties in radiances and CIO line
strength thus apply to the retrieved ClO abundances.

An instrument calibration uncertainty of 3% is assigned (MLS Instrument Calibration
Report, Jarnot and Cofield, 1991). Calibration uncertainty is defined as the combination
of uncertainty in the calibrated radiances from each instrument channel and the
uncertainties introduced by instrument parameters in the forward model calculations of
radiance. The forward model uses measured instrument spectral and field-of-view
responses to account for instrumental effects on the calculated atmospheric radiances. A
linearized version of the forward model is used in the retrieval algorithms producing
MLS Version 3 data.

Uncertainties in the ClO line strength are due to uncertainties in the measured dipole
moment of ClO and in the calculated matrix element for the particular rotational
transition observed by MLS. The dipole moment has been measured (Yaron et al., 1988)
with 0.1% accuracy, which introduces a 0.2% error since the square of the dipole
moment appears in the relevant expressions. The uncertainty in the calculation of the
transition matrix element is estimated to be 0.5% (H. M. Pickett, private communication).

MLS resolves the ClO spectral line, and these measurements provide information on the
line shape and width. An off-line retrieval scheme was implemented which allowed
retrieval of the ClO collisional linewidth, simultaneously with the other parameters that
are normally retrieved. Results gave a linewidth parameter somewhat smaller than the
nominal N2 broadening value measured by Pickett et al. (1981). The CIO linewidth due
to both N2 and O2 (and the respective temperature dependencies) were then measured in
the JPL laboratory by J. J. Oh and E. A. Cohen. These new laboratory measurements
(with an accuracy of 3%) gave a value consistent (within the error bars) with the earlier
N2 value of Pickett et al. (1981), but with smaller broadening by O2, which produced an
overall atmospheric linewidth consistent with that retrieved from the MLS data. The new
linewidth has been used in the production of the MLS Version 3 data files. The effect
was to reduce the retrieved values of lower stratospheric ClO by 10-20% from the values
obtained using the earlier value for the linewidth. The effect of the estimated 3%
uncertainty of this linewidth parameter on the retrieved profiles was determined by
propagating the uncertainty through the retrieval algorithms, which resulted in the curve
included in Figure 2.4.4.3-1. Additional uncertainties (such as errors in the assumed line
shape function) can cause lack of closure in the retrievals, and these should already be
accounted for in the residual errors shown in Figure 2.4.4.1.-1.

Figures 2.4.4.3-2(a), (b) show results of simulations where the "true" CIO was made to
cycle between 0, 1, and 2 ppbv at all retrieval surfaces. Except at 100mb (and to some
extent at 0.46 mb) where effects of the a priori are expected, the retrieval closure is seen
to be within 10%. A worst case scaling error of approximately 30% due to the a priori
influence is calculated for 100 and 0.46 mb and less than 3% between 4.6 and 46 mb. For
the closure errors shown in the above figures, we assume the worst case of the lack of
closure shown in the simulations and that expected due to the a priori.
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2.4.4.4 ClO Bias Errors

Bias errors can be introduced in the retrievals due to lack of adequately fitting the
radiances (the residual error curve in Figure 2.4.4.1-1) and by errors due to interfering
species which are not adequately accounted for in the retrieval scheme. Molecules which
have a small effect on the ClO signal and which are not adequately accounted for in the
current algorithms include HNO3 and N20.

Figure 2.4.4.4-1 shows results of simulation tests for enhanced lower stratospheric CIO,
where both day and night conditions are simulated. Each curve is the result of
approximately 40 retrievals. Curve 1 (dashed) is "truth), and curve 2 (solid) gives results
from the algorithms producing Version 3 data. The results agree to within 0.1 ppbv.
However, with a change from climatological to zero HNO3 or N20.(as can effectively
happen in the polar vortex), the C1O retrieval is affected in this simulation by up to 0.25
ppbv at 46 and 100 mb as shown by curves 3and4. Curves 3 and 4 are results obtained
by averaging radiances before doing retrievals and including iterations in the retrieval
process. The bottom panel in Figure 2.4.4.4-1 shows that taking day-night differences
removes the bias introduced by changing to zero HNO3 and N20 in these simulations.

Figure 2.4.4.4-2 and 2.4.4.4-3 show results from different retrieval schemes used on real
data taken in the Antarctic vortex on August 17 and September 17, 1992, respectively.
The two days were chosen for examination because in mid-August, MLS measured
greatly enhanced CIO on both the 22 and 46 mb retrieval surfaces, whereas in mid-
September enhanced ClO does not appear at 22 mb (Waters et al., 1993b). Results from
approximately 20 retrievals with the Version 3 production algorithms (curve 1) are
included for August 17 and approximately 49 for September 17. Curve 2 gives results
from a retrieval in which the radiances are averaged before doing the retrievals and the
retrievals are iterated. Peak values of CIO are reduced by 0.1-0.2 ppbv from the
production algorithm values, and the 100 mb value is increased by about 0.7 ppbv on
both days. Reasons for the large effect at 100 mb include the fact that th radiance-
averaging scheme uses radiances from higher pressure levels than does the production
algorithms. The results indicate that the Version 3 ClO values at 100 mb should only be
used with caution and only with endorsement by the MLS team. Curves 3 and 4 show the
effects of changing HNO3 and N20O from the climatological values (assumed by the
current algorithms) to zero. Taking day-night differences appears to remove the effects
of HNO3 and N20 at 46 mb and above, but with the production algorithms still giving
approximately 0.1 ppbv more peak CIO than the radiance-averaging iterative algorithm
results. This test indicates that when HNO3 is near zero, the enhanced lower
stratospheric ClO values in the Version 3 data files will be approximately 0.4 ppbv high.
The tests indicate that day-night differences (bottom panel) can remove the error to
within approximately +/- 0.1 ppbv. The day-night difference does not necessarily reduce
the difference at 100 mb (as shown in the August 17 results), which emphasizes the
uncertainties in the 100 mb CIO values in the Version 3 data files.

Bias errors in the ClO retrievals can be determined empirically by using the diurnal
variation in C10. CIlO is a photolytic product which decays at night. At pressures greater
than approximately 10 mb, the time constants are sufficiently short that negligible ClO is
expected at night for gas-phase chemistry. In the lower polar stratosphere where
enhanced levels of Cl1O may occur as a result of heterogeneous processes, thermal



decomposition of CIOOCI at temperatures above 200-210K can result in significant
levels of nighttime ClO. Figures 2.4.4.4-4 and 2.4.4.4-5 show averages of ClO retrievals
made at night (solar zenith angle greater than 95°) and only between midnight and 6 am
when ClO is expected to be a minimum. The negative values between 10 and 100 mb
indicate a bias error of 0.1-0.2 ppbv. Note that the shape and range of values are obtained
in all the latitude bins considered for both hemispheres. Future versions of the algorithms
are expected to remove this bias. At altitudes above about 3 mb, positive values of CIO
are retrieved at night. The corresponding radiances at these altitudes, given in Figure
2.4.4.4-6, show a clear ClO spectral line at night, indicating the presence of ClO. The
ClO spectral line calculated from the retrieved profiles agrees with the measured spectral
line, indicating a discrepancy of less than 0.1 ppbv. These nighttime CIO values are
qualitatively consistent with model predictions (e. g. Ko and Sze, 1984) that CIO should
be present at night in the upper stratosphere.

Figure 2.4.4.4-7 summarizes the estimated bias uncertainties for the Version 3 CIO data
files. The values at higher altitudes (pressures below about 10 mb) were obtained from
the residual error curve in Figure 2.4.4.1-1. The values at lower altitudes were obtained
empirically from the nighttime retrievals, and the tests performed for conditions of
enhanced CIlO in the lower stratospheric polar vortex.

2.4.5 Sulfur Dioxide (SO2)

SO, was not an original MLS measurement objective, but an unanticipated and
significant spectral feature located in the edge of the MLS CIO spectral band was evident
in tropical radiances beginning with the first day of measurements on 19 September 1991
(Read et al., 1993). This feature, shown in Figure 2.4.5-1, exhibited no diurnal variation
and is assignable to the SO, 183 16 — 182,15 rotational transition at 204.247 GHz. The

radiance residuals, also given in Figure 2.4.5-1, show that the feature is well fit by the
radiances calculated from the retrieved SO, profile. Confirmation of the signal being due
to SO, is obtained by another spectral feature which appears in the radiance residuals for
the MLS 205-GHz O, band. That feature is shown in Figure 2.4.5-2 which, because of
the much greater strength of the O, line, is evident only in residuals after the O,

contribution is removed. This second feature is assignable to the SO, 24321 > 242 22
rotational transition at 200.287 GHz.

MLS has, to date, detected SO, from the Pinatubo and Lascar eruptions. The Lascar
eruption (20 April 1993) actually produced a stronger SO, signal for MLS, but this was
highly localized.

SO, is routinely retrieved in MLS Level 2 processing, and placed in the Level 2 files on
the CDHF. Only a limited number of Level 3 files have been created. These include
UARS days 54-124, 157-193, 278-305, 338-375, and 415-581. Additional Level 3 files
can be produced from the Level 2 files if scientific interest arises.

USEFUL VERTICAL RANGE

The useful vertical range is 46 to 2.2 mbar. Retrievals over this range are useful within
their stated uncertainties. The 100-mbar coefficient is retrieved, but its precision of
20-30 ppbv is only marginally useful except during the largest injections of SO, by
volcanic eruptions.
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CURRENT ISSUES

SO, is only detectable by MLS following volcanic injections, and this makes it difficult
to obtain SO, correlative measurements. The measurements available for comparison,
although indirect, support the quality of the MLS SO, measurements within the
uncertainties stated above, and there are no current issues which require resolution.

2.4.5.1 Sulfur Dioxide Error Estimates

Sulfur dioxide error estimates are obtained in a manner similar to that discussed for CIO.
The SO2 precision at 46 mb is 7 ppbv, at 22 mb is 4.5 ppbv, and at 10-2.2 mb is 3.0-3.5
ppbv. The SO2 retrievals also have sytematic errors or uncertainties which can produce
additive shifts (bias errors) and multiplicative effects (scaling errors). SO2 is measured in
the same spectral region as ClO, and the bias and scaling errore for ClO previously
discussed should be generally applicable to SO2. The current estimated bias error for
SO2 is based on SO? retrievals on data taken more than one and one-half years after the
Pinatubo eruption. These data show a steady non-decaying value of approximately 3
ppbv between 46 and 10 mb, and this is attributed to bias in the retrievals. The ClO
scaling error of approximately 10-15% should apply to SO2. Thus, at 46 mb and above,
the accuracy of SO2 in the CDHF Version 3 files is believed to be the rss of 3ppbv and
15% of the retrieved SO2, in addition to the noise values in the data files. The 100 mb
level has not been studied in detail.
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Figure 2.2.16-1. Radiances for detector 21, for one orbit of data on January 10, 1992.
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Figure 2.2.16-3. Radiances for detector 23, for one orbit of data on January 10, 1992.
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Figure 2.4.4-2. MLS measured radiances (top) and residuals (bottom) for enhanced
lower stratospheric CIO. The radiances shown here are an average of measurements
made during daytime on 10 January 1992, having inferred tangent pressures between
40 and 60 mbar and at locations in the arctic vortex where enhanced ClO was
retrieved from the MLS data. The radiance measurements were averaged over both
latitude and longitude, namely, 55-70°N and 0-90°E. The residuals are the average
of all individual differences between the measured radiances and the radiances that
were calculated from the individually retrieved ClO profiles. Only MLS data with a
CIO quality indicator of 4 (good radiances and fits) and MMAF_STAT=G (good)
were included in the averages; this amounted to 24 individual measurements of the
radiance spectrum.
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Figure 2.4.4-3. MLS measured radiances (top) and residuals (bottom) for upper
stratospheric ClO. The radiances shown here are an average of all of the
measurements that were made during the daytime on 10 January 1992, with inferred
tangent pressures between 1 and 10 mbar and solar zenith angles (at the measurement
location) less than 80°. The residuals are the average of all of the individual
differences between the measured radiances and the radiances that were calculated
from the retrieved CIO profiles. Only MLS data with a CIO quality indicator of 4
(good radiances and fits) and MMAF_STAT=G (good) were included in the averages;
this amounted to 2554 individual measurements of the radiance spectrum.

53



54

/data/umisAt/rad_d0121_v411.dat 1 +2da

Avg, min max, sid: 0.0856763, 0.0502017,

Stant MMAFNO: 250743 for 688 MMAFs, 94

PTAN nvg, min, max: 1.88, 1. \

Limits: Lat: -90.0 to 90.0, Long: 0.0 10 360.0,
L]

0.20 v T

114160, 0.0146125
19 MMiFs, Nominal standard deviation
11, MMAF _stat: G, Qualnl: 4
1800, LST:0.01024.0

L) 1

8
8
Qe
P Og
»
°
o

4 :

10-12 January 1992 (separate day and night averages)

.18} .
4 i B
£ - i
g | = | Fa ]
Ww 010 e — - d — —_— -
L l’ ::_—_ t |§
¢
2 0 1t ‘ ]
0.0s}|- _
002K}
O,wh A | W [ R 1a 1 N S al
o‘zo [ Ll L 8 v 1 Y ) T T ]
10-12 July 1992 (separate day and night averages) 1
15} ]
2 o' . ]
a * et T
-~ L -] : + T ——— 4
w —
0.10}- r . ]
[ — - 1
% I + +
oosk- 002k}
0.00 A Lo 1 d . 1 1 —ad 1
300 200 100 200 300 400 500

-100 0
BANKS 2 & 3: FREQUENCY FROM LINE CENTER / MHZ

Figure 2.4.4-4. MLS “space radiances” for two 3-day periods, averaged separately for

day and night. Only radiances with an inferred tangent pressure less than 0.1 mbar
(heights above about 65 km) are included in the average. The top panel is for
January 10-12, 1992 (north looking), and the bottom panel is for July 10-12, 1992
(south looking). The two spectra in each panel are the separate averages for “day”
(solar zenith angle less than 90°) and “night” (solar zenith angle greater than 90°).
The spectral pattern for the high altitudes that are shown here is thought to be due to
residual instrumental artifacts. Note that the peak-to-peak variation in its amplitude is
approximately 0.05 K in brightness temperature, which corresponds to the amplitude
of a signal from a ClO abundance of approximately 0.05 ppbv. Also note that the
pattern between day and night repeats to within about 0.01 K in brightness
temperature, which corresponds to the amplitude of a signal from a ClO abundance of
approximately 0.01 ppbv. Roughly 9000 individual spectra, each measured with an
instrument integration time of 2 s, were included in these averages. Only data that
corresponds to ClO retrievals with a quality indicator of 4 (good radiances and fits)
and MMAF_STAT=G (good) were included in the averages.
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Figure 2.4.4.1-2. Summary of estimated uncertainties for the ClO values in the MLS
Version 3 CDHF data files. The curve here for the "noise" uncertainty gives typical
values; quantities in the data files should be used for the noise on any specific profile.
The noise component can be reduced by taking averages. The "bias" component can
be reduced by taking appropriate (day-night, for example) differences.
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Figure 2.4.4.2-1. Measured and predicted noise in individual MLS CIO retrievals. The
data sample here included only retrievals made in early morning (solar zenith angles
greater than 95° and local solar times between midnight and 6 am) during January 15
to February 14, 1992 south-looking summer (top) and July 9 to August 8, 1993 north-
looking summer (bottom. This sample covers times when ClO is expected to be a
minimum, and variations in the retrieved values are expected to be dominated by
measure noise. The predicted 1 sigma noise shown by the dashed curves is the
average value for each dat ensemble of the values produced by the algorithms for the
Version 3 data.
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Figure 2.4.4.2-2. The distribution of nighttime CIO profiles retrieved from MLS. The
data ensemble used here includes 20,414 individual profiles retrieved between
midnight and 6 am for the UARS months of January-February 1992 (south-looking
summer) and July-August 1993 (north-looking summer) when stratospheric CIO is
expected to be a minimum, and the retrieved distribution is expected to be dominated
by measurement noise. The "staircase” histograms in each panel show the measured
distribution of the retrieved values. The smooth solid curve is a Gaussian having
width equal to the measured standard deviation of the data. The dashed curve is a
Gaussian having width equal to the average (for this data ensemble) of the absolute
value of the estimated uncertainties in the MLS Version 3 data files. The horizontal
axis is deviation from the mean (in ppbv) and the vertical axis is the number of points
with the incremental values indicated by the histogram.
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Estimated scaling error for ClO in the MLS Version 3 CDHF files.
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Figure 2.4.4.3-2a. Results of simulations using the algorithms producing CIO values in
the Version 3 CDHF files. A total of 270 simulations were performed for this test,
and the horizontal axis gives the index of the individual retrievals. The dashed lines
are the "truth” and the solid lines are the simulated retrieval results. The "truth" was
made to cycle between 0, 1, and 2 ppbv CIO at the various levels. The "noise" in the
retrievals is due to other than measurement noise, as noise was not added to the
simulated radiances used in these tests (although nominal radiance uncertainties were
assumed by the algorithms) in order to see the effects more precisely. Underestimates
of ClO at 100 hPa are expected due to effects of the a priori.
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Figure 2.4.4.3-2b. Results of simulations using the algorithms producing CIO values in

the Version 3 CDHEF files. A total of 270 simulations were performed for this test,
and the horizontal axis gives the index of the individual retrievals. The dashed lines
are the "truth” and the solid lines are the simulated retrieval results. The "truth” was
made to cycle between 0, 1, and 2 ppbv CIO at the various levels. The "noise" in the
retrievals is due to other than measurement noise, as noise was not added to the
simulated radiances used in these tests (although nominal radiance uncertainties were
assumed by the algorithms) in order to see the effects more precisely. Underestimates
of ClO at 0.46 hPa are expected due to effects of the a priori.
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Figure 2.4.4.4-1. Results of ClO retrieval simulations for conditions of enhanced ClO in
the lower stratosphere. "True profiles” are the dashed curves. Curves labeled "2"
give results from algorithms producing the MLS Version 3 data files on the CDHF.
Curves 3 and 4 show the effects of HNO3 and N20. The results shown here are the
averages of approximately 40 individual retrievals for both day and night conditions.
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Figure 2.4.4.4-2. Results from different retrieval schemes used on August 17, 1992 MLS
data taken over Antarctica. These are the averages of approximately 20 individual
retrievals. The solid curves are from the algorithms producing the MLS Version 3
data files on the CDHF. Curves 2 are retrievals made with an iterative scheme which
averages radiances before doing retrievals, but which handles HNO3 and N20O in the
same way as the production algorithms. Curves 3 and 4 show the effects of changing
from climatological to zero values of HNO3 and N20.
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Figure 2.4.4.4-3. Results from different retrieval schemes used on September 17, 1992
MLS data taken over Antarctica. These are the averages of approximately 20
individual retrievals. The solid curves are from the algorithms producing the MLS
Version 3 data files on the CDHF. Curves 2 are retrievals made with an iterative
scheme which averages radiances before doing retrievals, but which handles HNO3
and N20 in the same way as the production algorithms. Curves 3 and 4 show the
effects of changing from climatological to zero values of HNO3 and N20.
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thick: average of all data (10,391 profiles)
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Figure 2.4.4.4-4. Nighttime MLS CIO retrievals. The data ensemble used here includes

10,023 independent retrievals of measurements made in early morning (solar zenith
angles greater than 95° and local solar times between midnight and 6 am) during the
January 15 to February 14, 1993 south-looking (southern summer) UARS month.
This sample covers times when CIO is expected to be a minimum. Only MLS data
having ClO quality indicator of 4 (good radiances and fits) and MMF_STAT=G
(good) have been included in the averages.

P/ hPa 10,023 individual retrievals
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night values only
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thick: average of all data (10,023 profiles)

thin:  averages in following latitude bins:
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() 30-50°N 817 pinfiles
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(1) 10°N-10"S 1857 profiles
(5) 10-34°S 5859 profites

Figure 2.4.4.4-5. Nighttime MLS ClO retrievals. The data ensemble used here includes

10,391 independent retrievals of measurements made in early morning (solar zenith
angles greater than 95° and local solar times between midnight and 6 am) during the
July 9 to August 7, 1993 north-looking (nortthern summer) UARS month. This
sample covers times when CIO is expected to be a minimum. Only MLS data having
ClO quality indicator of 4 (good radiances and fits) and MMF_STAT=G (good) have
been included in the averages.
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Figure 2.4.4.4-6. Nighttime emission spectrum of ClO: measured (top) and calculated
from retrieved profiles (bottom). The measured spectrum is an average of all upper
stratospheric spectra (having inferred tangent pressures between 1 and 5 hPa) taken at
night (solar zenith angles greater than 95%) between local solar times of midnight and
6 am on July 11, 1993. The calculated spectrum is the average of all calculations
using individually retrieved profiles corresponding to the spectra in the top panel.
Only spectra corresponding to retrieved ClO quality indicator of 4 (good radiances
and fits) and MMF_STAT=G (good) have been included in the averages. The
nighttime CIlO signal is evident.
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Figure 2.4.4.4-7. Estimated bias uncertainty in MLS ClO profiles. This uncertainty will
not "average-down", but can be reduced by taking appropriate differences (day-night,
for example).
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Figure 2.4.5-1. Top: A 5-10°S zonal average of MLS nighttime radiances at a tangent
height of approximately 26 km, showing the SO, line at 204.247 GHz. Bottom: The
radiance residuals after fitting ClO and SO,. The CIO signal does not appear
prominently at night, because ClO is a photolytic product.
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Figure 2.4.5-2. Top: A 5-10°S zonal average of MLS radiances at a tangent height of
approximately 26 km, from the 206-GHz spectral band that is used to measure Oj.
Bottom: The spectral difference after retrieving O; (but not retrieving SO,). The line
positions of O, and SO, are shown.
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3 AEROSOLS

Aerosol extinction is not regularly measured by satellites throughout the infrared
spectrum. UARS instruments are making pioneering observations of aerosol in the
infrared and near-visible wavelength regions. These observations are of interest for
several reasons. Retrievals of gaseous constituents and temperature are impacted by the
presence of stratospheric aerosol. Of particular importance to the UARS launch in
September 1991 was the increased burden of aerosol deposited by the eruption of Mt.
Pinatubo in June 1991. Global distributions of aerosol can be used to test the transport in
atmospheric simulation models. The aerosol extinction is also of interest to provide
estimates of aerosol parameters used in theoretical studies of heterogeneous chemical
processes related to reactions on sulfate aerosols.

3.1 UARS Aerosol Measurement Techniques

HALOE, ISAMS, CLAES, and HRDI all measure global aerosol distributions. The first
three of these instruments report infrared extinction in units of km-1. HRDI reports
visible aerosol scattering in km-1. Since the absorption coefficients at the HRDI
observation wavelengths are very small, HRDI effectively measures the extinction
coefficient.

3.1.1 HALOE

Haloe uses four gas filter channels to measure mixing ratio profiles of the molecular
species HF, HCI, CH4, and N20, in addition to aerosol extinction at each channel's center
wavelength (2.45, 3.40, 3.46, and 5.6 microns, respectively). Four broad band radiometer
channels measure profiles of the molecular species CO2,, NO2, H20, and O3, in addition
to the aerosol extinction at the CO2 channel center wavelength (2.80 microns). The
technique used to infer aerosol extinction relies on the ability to simulate a broad band
signal without aerosol absorption. For the gas filter channels, the gas mixing ratio
retrieval is unaffected by aerosol and the retrieved mixing ratios are used to simulate the
broad band signals. For the CO3 channel, a constant mixing ratio (352 ppmv) is used to
simulate the broad band signal. The ratio of measured signal, which contains aerosol
absorption, to the simulated signal without aerosol, yields the aerosol transmission. The
transmission profiles are used to retrieve profiles of aerosol extinction coefficient. The
current retrieval algorithm provides 3 km vertical resolution for the 2.45, 3.40, 3.46, and
5.26 p measurements (gas filter channels) and 0.6 km resolution for the 2.80 p
measurement (CO2 channel). An algorithm has been developed which retrieves on the
over-sampled 0.3 km vertical grid spacing. A profile interleave method provides stability
in the high resolution retrievals, and the actual vertical resolution of the measurements
will be improved from 3 to 2 km. This version of the data is not yet available.

3.1.2 ISAMS

ISAMS measures emission in eleven spectral regions, of which the 12.1 p channel was
intended for aerosol detection. The 6.2 channel was designed for measurement of NO2,
but because both wide band and gas correlation signals are obtained, it has proved
feasible to retrieve both NO2 and aerosol at that wavelength. The wide band signal
depends mostly on aerosol, while the gas correlation signal depends mostly on NO2.
Both are affected by water vapor, but H2O is measured separately in the 6.2 p channel.
A joint retrieval is carried out to separate them. It is hoped to extend this approach to
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other channels in future versions of the data processing, notably to the 4.6 p (CO) and
5.3 p channels.

3.1.3 CLAES

The CLAES experiment measures emission using a blocker filter (of approximately 10
cm-1 width) in conjunction with a tilting Fabry-Perot etalon. There are nine blocker
filters and four etalons. Each radiance profile samples the infrared spectrum with a
resolution between 0.20 and 0.65 cm-1, dependent upon the etalon used for the
observation. Blocker regions 1, 2, 3, 4, 5, 6, 7, 8, and 9 correspond to observations

centered near 2844, 1897, 1605, 1257, 923, 880, 840, 790, and 780 cm-l. These wave
numbers correspond to wavelengths of 3.52, 5.27, 6.23, 7.95, 10.83, 11.36, 11.90, 12.65,
and 12.82 p, respectively. Aerosol extinction is reported for the 5.27, 6.23, 7.95, 10.83,
11.36, 12.65, and 12.82 p blocker regions. For blocker regions 2-9, spectra are sensed
by 20 detectors, each which span 2.5 km in the vertical.

Simultaneous retrievals of temperature, gaseous constituents and continua are conducted
for the 5.27, 6.23, 11.36, and 12.65 L blocker regions. For the 10.83 and 12.82 pu
observations, the retrieval process solves for the scaling parameters whch best scale the
12.65 p aerosol extinction profile to the 10.83 and 12.82 p data (i. e. the retrieval solves
for the aerosol scaling factors, and the mixing ratio profiles of the gaseous constituents,
for the two blocker regions).

The continua are due to aerosol, cloud opacity, and to the pressure induced absorption
(PIA) in the 6.23 p blocker. The version V0006 data set reports the extinction
coefficient due to all continua in the 6.23 W blocker region. For the blocker 4 data near
7.95 u, an attempt has been made to subtract the influence of N205 (so that the 7.95 u
extinction is due to aerosol). A climatological amount of N205 is used in the subtraction
process for the daytime aerosol data, while a simultaneous retrieval for N2Oj5 and aerosol
is carried out for the nighttime data.

3.2 Comparisons with Particle Size Measurements

Most groups have used the particle size measurements of T. Deshler (University of
Wyoming), obtained on balloon flights near Laramie, Wyoming, to predict the aerosol
extinction retrieved from UARS observations. The theoretical predictions then were used
to compare theory and observations for cases where the UARS instruments were viewing
near Laramie (41N and 254E). Some details of the theoretical Mie calculation will be
mentioned, since the validation exercise methodology has not been used in previous
studies. Input to the theoretical Mie calculation , for a specific altitude level, is the
measured particle size distribution, temperature, and water vapor pressure. The Mie
calculation assumes that the sulfuric acid particles are spherical in shape (a reasonable
assumption). The temperature and water vapor pressure values are used to calculate an
equilibrium H2SO4 concentration (by weight), which determines the indices of
refraction used in the theoretical calculation. The UARS groups use the Palmer and
Williams indices (measured at room temperature). The Lorentz-Lorenz relationship can
be used to predict the indices at lower temperatures, though further laboratory study is
necessary to quantify the indices at stratospheric temperatures. Thus, the theoretical
procedure has some uncertainty. Also, keep in mind that the satellite observations
average over a horizontal path length, while the balloon measurement samples locally.



Some differences in comparing theory and observations are therefore expected, even for
perfect measurements.

Figures 3.2-1 to 3.2-8 present comparisons of UARS extinction profiles with theoretical
predictions. In figure 3.2-1, HALOE and theoretical profiles at 3.46 W are presented for
September 3, 1992. The HALOE and Deshler measurements were obtained a day apart
and are separated by 1.7 degrees in latitude and 10 degrees in longitude. The aerosol
peaks differ by 20% in pressure andagree well in absolute magnitude. The HALOE
values become larger than tha predicted values for pressures less than 20 mb.

Figure 3.2-2 displays comparisons between ten HALOE extinction profiles and
predictions at 3.4 p. Near the peak of the aerosol layer, between 40 and 80 mb, the mean
HALOE value is within 15% of the mean predicted value (see the right panel). This level
of agreement holds for all five HALOE channels at 2.45, 2.80, 3.40, 3.46, and 5.26 M.
RMS differences are on the order of SO percent. Above and below the aerosol peak, the
mean HALOE extinction values are greater than the predicted values by about 50 percent.

Figures 3.2-3 and 3.2-4 present pressure versus time cross-sectios for October 1991 to
January 1993 for the HALOE 3.46 p data and theoretical calculations based upon the
Deshler particle size distributions. The balloon flights were made at about two week
intervals above Laramie. HALOE sampling provides coverage at 41N at about three to
four week intervals. The HALOE observations shown occur within 3 degrees latitude
and 20 degrees longitude of Laramie. Arrival of the Mt. Pinatubo aerosol cloud is
evident in the balloon data as enhanced extinction at 50 mb near UARS day 80. HALOE
observes the enhanced layer 25 days later at 40 mb. The layer of peak extinction
decreases in altitude from 50 mb to about 100 mb in both data sets and are in agreement
in the general morphology of the cloud. Many features are more accurately resolved by
the balloon sampling with its better time and height resolution (1km). The balloon data
show a region of enhanced extinction at 60 mb near ady 430, a feature not apparent in the
HALOE cross-sections. Days shortly after the Mt. pinatubo eruption were characterized
by patchy aerosol structure, which may account for the differences in figures 3.2-3 and
3.2-4 near UARS day 50.

Figures 3.2-5 and 3.2-6 present comparisons of CLAES and theory for August 8, 1992.
In the geographical maps, triangles mark the location of Laramie, and circles mark the
tangent points of the CLAES observations. For the aerosol profiles, the theory values are
denoted by triangles and the CLAES values by solid lines (the dashed lines indicating
error bars). General agreement is apparent at the aerosol peak for blockers 4, 5, and 6.
For blockers 2, 3, 8, and 9, the CLAES extinction is larger than the predicted values at the
aerosol peak. For blocker 3 the difference is in part due to the presence of pressure
induced absorption of molecular oxygen (which increases as a function of pressure
squared at lower altitudes). For blocker 2 there is likely to be a large solar scattering
component in the data.

Figure 3.2-7 compares ISAMS data for April 17, 1992, May 8, 1992, and May 29, 1992
with predicted values. The + signs are theoretical values calculated for 59 and 86%
H2504 (with larger values corresponding to the 59% case). There is general agreement
with the 59% case, although such a composition is unlikely at altitudes below 20 mb.

Use of a more typical acidity is consistent with ISAMS values being too high by about
30%.
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It is apparent for all three instruments that theoretical profiles of aerosol extinction fall off
with increasing altitude at a arte faster than observations for pressure less than 20 mb.
UARS extinction values are generally larger in magnitude than those of the correlative
measurement for pressures less than 20 mb. This situation is apparent in figure 3.2-8 in
which HALOE and CLAES 5.2  data are compared with the theoretical profile. The
CLAES and Wyoming balloon measurement are nearly coincident, and the HALOE data
are for one day later (August 9, 1992). The reason for this disagreement is at present
unknown.

3.3 Comparisons with SAGE II Data

Another correlative data set is the extinction measured by the SAGE II (Stratospheric
Aerosol and Gas Experiment) experiment. Sage I, retrieves aerosol extinction at 0.385,
0.453, 0.525, and 1.02 W, using the Sun in an occultation measurement. To compare the
SAGE II data in the visible with UARS infrared data, it is necessary to scale the data.
The scaling is done by theoretically calculating ratios of extinction at the CLAES
wavelengths to that at 0.525 W. Figure 3.3-1 presents scaling factors, based on Mie
theory, which scales the SAGE II data at 0.525 p to the CLAES wavelengths. These
scaling factors are averages based on many individual Mie theoretical ratios. The
calculations used Deshler's size distributions extending from a month before to 580 days
after the Mt. Pinatubo eruption. The calculations used particle size distributions for
altitudes between 18 and 24 km. Individual calculations for the 12.82 and to 0.525 u
aerosol extinction ratio are presented in figure3.3-2. The spread in the ratios indicates
that the values in figure 3.3-1 are approximate to * 50%, that is the ratios in figure 3.3-2
vary from 0.01 to 0.03. Two extinction profile comparisons for January 8,1992, at 8N
and 319E, are presented in figure 3.3-3. The dashed line represents CLAES data with
superimposed error bars, and the solid line represents scaled SAGE II data. For pressures
greater than 10 mb, the two profiles agree well. Figure 3.3-4 displays similar
comparisons for 112 profiles averaged for the period January 9-11, 1992. For the case of
perfect extinction data and theoretical Mie scaling ratios without any variation, the ratio
profile in figure 3.3-4 would have a value of unity. Values of unity are not expected
since the extinction data have some error, and the scaling factors used to scale the SAGE
11 and CLAES data are averages. In figure 3.3-4 the ratios for blocker regions 3, 4, 5, 6,
8, and 9 for the range 20 to 50 mb are within a factor of two of unity. At pressures less
than 10 mb, the CLAES extinction is much larger than the scaled SAGE II data.
However, the extent of the CLAES error bars suggest caution with respect to any
conclusion.

3.4 Instrument-Instrument Profile Comparisons

Figures 3.4-1 to 3.4-7 present profile comparisons for several of the instruments. Figure
3.4-1 shows single profile data at 6.25 u for HALOE, CLAES, and ISAMS. HALOE
and ISAMS are near-coincident (5 hours in time, 0.3 degrees in latitude, and 3.5 degrees
in longitude), while the CLAES data is from the previous day, January 9, 1992. The
CLAES data has additional opacity as a result of 6.23 p pressure-induced absorption, so
it is expected to be larger than that for the other two instruments at lower altitudes. The
measurements generally agree for pressure levels between 20 and 40 mb. Figure 3.4-2
presents CLAES (12.65 {1 ) and ISAMS (12.1 p) profile comparisons on January 9,
1992, over the Pacific Ocean. Both instruments retrieve similar profile shapes between
20 and 50 mb. Figures 3.4-3 to 3.4-5 display CLAES (with error bars superimposed) and
ISAMS individual profiles for low, medium and heavy aerosol loading cases. It is readily
apparent that both instruments retrieve a similar vertical profile structure.



Statistical averaging of profile-profile comparisons is shown in Figures 3.4-6 and 3.4-7.
In Figure 3.4-6, HALOE/ISAMS (6.25 L ) mean extinction, mean difference, and rms
differences are presented for 45 cases for the period April 18-20, 1992. The HALOE
mean values are larger than the ISAMS values above 30 mb (70 percent) and smaller
below 30 mb. Rms differences are on the order of 70 percent. For the same time and
geographical range, HALOE/CLAES means and differences are shown in Figure 3.4-7.
CLAES extinction is likely high at the lower altitudes because of the pressure-induced
continuum of O2. CLAES means are larger than the HALOE means above 20 mb. Rms
differences are on the order of 50 percent between 20 and 50 mb.

3.5 Instrument-Instrument Cross-Section Comparisons

Comparison of the longitudinal structure retrieved by CLAES and ISAMS is illustrated in
Figures 3.5-1 to 3.5-6. ISAMS (12.1 p ) and CLAES (12.65 p ) data are displayed at
72§ and at the Equator for April 18, 1992. At 72S both instruments suggest enhanced
extinction at longitudes 60 and 300 degrees, although the details in the overall structure
differ. Figure 3.5-3 presents a difference map for the data shown in the previous two
figures. The differences range from -4 to+120 percent (plus values denote CLAES values
larger than ISAMS values). Figures 3.5-4 to 3.5-6 present a similar perspective at the
Equator. Theoretical calculations of extinction using the Deshler size distributions
predict a value of 0.91 for the ratio of extinction at 12.65 and 12.1 . In Figure 3.5-6, the
differences are in the 25 to 50 percent range. Performing rms averages with respect to
longitude at each standard pressure level (latitudes 80S and 28N) for April 18, 1992,
results in values of 28, 42, 48, and 55 percent at 68, 46, 31, and 22 mb, respectively.

Longitudinal cross-sections (218S) of extinction at 6.25 p for April 18-20, 1992, for the
HALOE, CLAES, and ISAMS instruments are presented in Figures 3.5-7 to 3.5-9. Best
agreement is apparent between 20 and 30 mb. Above 10 mb, the CLAES extinction is
larger than that for HALOE and ISAMS by an order of magnitude. Undulations in the
lines of constant extinction amount do not have the same structure in the three maps. The
difference maps for the HALOE comparisons with CLAES and ISAMS are shown in
Figures 3.5-10 and 3.5-11.

3.6 Scatter Diagrams

Scatter diagrams of ISAMS and CLAES data for 12.1 and 12.65u are presented in Figure
3.6-1 for April 17, 1992, at 68, 46, 31, and 21 mb. The CLAES values are larger than
those for ISAMS. The scatter plots also show that there is a 60 percent spread in the two
data sets, which is consistent with the 40 to 50 percent rms values discussed in the
previous section.

Diagrams comparing CLAES 12.82 and 12.65 u data reveal that the two channels differ
by 15 to 25 percent. By Mie theory, the ratio of extinction is expected to be in the range
1.00 to 1.03, based upon calculations using Deshler's particle size distributions. Scatter
diagrams for HALOE data are presented in Figures 3.6-2 and 3.63. In Figure 3.6-2,
HALQOE 3.40 and 3.45 p data are displayed for a wide range of extinction. For these two
wavelengths, the extinction values are expected to be close. This expectation is borne out
by the data points that fall along the solid line. The diagram illustrates that for over 1600
data points, there are few outlyers. The diagram also illustrates that the retrieval of
extinction becomes uncertain for extinction values less than 1.0 x 10-5 km-1. A

comparison of extinction from the HALOE instrument at 3.46 and 5.26 W is given in
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Figure 3.6-3. For these two wavelengths, the Mie theory predicts that the ratio of
extinction should be 0.7 and 0.3 for 50 and 90 percent H2SO4, respectively. Slope one
data would fall along the solid line. The locus of points below this line (fitted by the
dashed line) confirms the theoretical expectation, in that the observed ratios varied
between 0.71 and 0.48. As with Figure 3.6-2, the scatter diagram shows that extinction
values below 1.0 x 10-5 km-1 are becoming uncertain. There is additional information in

this diagram. For large extinction values, there is a set of points for which the extinction
ratios are close to unity (see the data points greater than 1.0 x 10 -3 km-1, along the solid

line). These data points are likely due to ice crystals, since the wavelength dependence of
the extinction is expected to be small for the 3.46 and 5.26u HALOE wavelengths.

3.7 Aerosol Properties Inferred from Multi-Wavelength Extinction Data

Aerosol properties (total number density, particle size distribution parameters, and
surface area) were retrieved from the HALOE spectral extinction data in a research study.
The aerosol size distribution was assumed to have a single mode log-normal form.
Model inputs were adjusted using non-linear least squares until simulated and measured
spectral extinctions matched. The aerosol properties retrieved from HALOE were then
compared with the Deshler size distribution data. The results of this comparison are
presented in Figures 3.7-1 to 3.7-4.. Figures 3.7-1 to 3.7-3 show comparisons for a single
profile on August 9, 1992. The solid lines are the HALOE results, and the dashed lines
are the Deshler measurements. Though the Deshler size distributions are bi-modal, the
stratospheric sulfate particle size distribution can be well represented by a single mode.
The HALOE retrieval, based upon a single mode analysis, does quite well in representing
the Deshler data. In Figure 3.7-4, a comparison of the surface area density (1 Jem-3) is
given for HALOE, SAGE II, and dustsonde measurements (the Deshler data) for April 3,
1992 over Laramie. The agreement is seen to be very encouraging.

3.8 Caveats and Recommendations
Each instrument group forwarded caveats and recommendations which complement the

preceding discussion, along with a table of accuracies and precision for the extinction
data.

ISAMS Archived data: Version 8 acrosol extinction (km-1) at 12.1 and 6.254L.

Pressure Bias Precision Accuracy Resolution
mb % %o % km
68 3 23 26 2.5
46 -1 15 23 2.5
32 -1 18 21 2.5
21 -4 35 37 2.5
15 -4 88 89 2.5

Internal comparisons show that the precision of the ISAMS Version 8 aerosol retrievals
is better than 25 percent in the altitude range of 19 to 25 km. However, the aerosol data
in Version 8 from launch until April 11, 1992, may be overestimated by 20-30 percent in
the altitude range 19-25 km because of an error in the radiometric calibration. There is an
anomaly in the radiance in the height range 19-25 km which is under investigation. The



symptom is that the retrieved aerosol in this range is higher before April 11, 1992, than
after that date by 20-30%. It is likely that the earlier data is overestimated. This problem
is not included in the above table.

HALOE Archived data: The HALOE aerosol extinction (km-1) data are available from
the Level 2 files. Level 3 aerosol files are not being produced.

Pressure Wavelength (u)
mb
2.45 2.80 3.40 3.46 5.26
Uncertainty (%)
<1 >100 >100 >100 >100 >100
8-1 50-100 >100 50-100 50-80 50-100
15-8 20-50 35-100 15-50 15-50 15-50
100-15 10-20 20-35 10-15 10-15 10-15

The vertical resolution is 3.0 km for this pressure range at all wavelengths,

The current Version 12 aerosol data should not be used at pressures less than 10 mb for
any investigation. The files do not at present contain error estimates, but they will be
added in the next version. A good conservative estimate of the measurement uncertainty
(precision+accuracy) can be taken from the above table. The 2.8 measurement is done
differently from the other channels, and some systematic differences may be observed
when compared to the other channels. In general, the HALOE channels are internally
consistent in that the wavelength dependence of the measurements is consistent with

theory for extinction values greater than about 1.0 x 10-5 km-1.

CLAES Archived data: Version 6 aerosol extinction (km‘l) at 12.82, 12.65, 11.36,
10.83,7.95, 6.23, and 5.271 .

The precision, accuracy, and vertical resolution of the aerosol measurements depends
upon the magnitude of the aerosol extinction, and on its uniformity. The following tables
are based upon work with aerosol data for January 9, 1992, for a period of heavy volcanic
aerosol loading. Data above 10 mb have large error bars and are not recommended for
use. The precision numbers contain some component attributable to spatial variation of
the aerosol and were determined by measuring the statistical spread in the ratios of
aerosol extinction relative to the 12.6 extinction in the same engineering major frame.

(a) Blocker 9 (12.82 1, 780 cm™1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-1
10 3 25 TBD 1.0 x 105
32 3 20 20 1.0x 10°3
46 3 10 20 1.0x10-3
68 3 14 20 6.3x 104
100 3 80 TBD 1.5x 104
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Other biases may be present, based upon estimates of calibration and etalon
characterization uncertainties.

(b) Blocker 8 (12.65 p, 790 cm™1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-1
10 3 25 TBD 1.0 x 103
32 3 20 20 12x 103
46 3 10 20 12x103
68 3 12 30 6.3 x 104
100 3 80 TBD 1.5x 104

Of the seven blocker regions for which aerosol extinction is reported, most confidence is
placed in the 12.65 data, since the spectral contrast between the line emitters (CO2 and
03) and the continuum aerosol is good. However, there is a 20% discrepancy between
the aerosol extinction measured at 12.82 and 12.65u, while the theoretical difference,
based upon published optical constants for sulfuric acid aerosol, is on the order of 2%.
The 12.82p profile contains a small component from CCl4 which contributes as a
continuum source of opacity and has not been subtracted. At 100 mb this extinction is

estimated to be about 1.0 x 10-4 km! and drops off with increasing altitude.

(c) Blocker 6 (11.36 11, 880 cm-1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-1
10 3 >100 TBD 3.0x 105
32 3 20 25 1.2 x 10-3
46 3 15 20 1.0x 103
68 3 37 40 4.0x 104
100 3 80 TBD 1.5x 104

(d) Blocker 5 (10.83 i, 925 cm™1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-1
10 3 >100 TBD 3.0x 1072
32 3 25 25 1.5x 1073
46 3 15 40 1.7x103
68 3 33 60 1.0x 103
100 3 >100 TBD 5.0 x 104



(e) Blocker 4 (7.95 y1, 1257 cm-1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-!
10 -33 50 TBD 4.0 x 10°3 nighttime
32 -33 27 TBD 1.5 x 10-3 nighttime
32 3 16 20 5.6 x 10-3 daytime
46 3 15 80 3.2x10-3 daytime
68 3 20 >100 3.1 x 10-3 daytime
68 -33 25 TBD 1.6 x 10-3 nighitime
100 -33 95 TBD 1.0 x 103 nighttime

In the Version 6 aerosol data for the 7.95y region, climatological amounts of N20O5 are
assumed during the day, and the production software retrieves the daytime aerosol
extinction. For the nighttime, a simultaneous retrieval of N205 and aerosol is
performed. The daytime aerosol is roughly 33% larger than the nighttime amounts. It is
believed that too much signal is being attributed to N20s5 at night, and thus the nighttime
aerosol extinction is on the low side. The daytime values are probably more accurate
because the effect of subtracting the climatological N20s5 values in the daytime data is
small. It is recommended that the daytime data be used for scientific studies.

(f) Blocker 3 (6.23 p, 1605 cm- 1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-1
10 0.15 75 TBD 40x 10°5
32 1.5 28 30 1.6 x 103
46 3.0 32 35 3.2x 103
68 7.0 33 60 1.0 x 10-3
100 15.0 >100 TBD 1.0x 10-3

Bias at 10 mbis 0.15 x 10-4 km-1 and results from the pressure-induced absorption of
molecular oxygen.

The aerosol, along with the O2 pressure-induced absorption (PIA), are lumped together as
a continuum. The contribution of the O2 PIA can be easily evaluated and subtracted

from the data. The low altitude data appear to be too small much of the time to allow for
subtraction of the PIA. This result may arise because the tangent-point signal at these
levels is dominated by the aerosol a priori, which does not contain the PIA component.
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(2) Blocker 2 (5.27 i, 1897 cm1)

Pressure Bias Precision Accuracy Based on average
mb % % % extinction of km-1
10 3 75 TBD 4.0 x 10°3 nighttime
10 (*) >100 *) 4.0 x 10-3 daytime
32 3 30 30 2.0 x 10-3 nighttime
32 (*) 36 *) 4.0 x 10-3 daytime
46 3 60 60 1.3 x 10-3 nighttime
46 (*) 60 *) 8.3 x 10-3 daytime
68 3 55 60 1.3 x 103 nighttime
68 *) 60 (*) 3.1 x 10-3 daytime
100 3 125 *) 8.0 x 10-4 nighttime

(*) the daytime extinction is roughly twice as large as the nighttime extinction and has a
large component due to solar scattering.

Possible sunlight scattering from the aerosol at 5.27 p may result in a large diurnal
variation in the retrieved extinction coefficient. Simce the scattered solar radiation is
artificially boosting the retrieved extinction coefficient for the day, it is recommended
that the nighttime values be used in scientific studies. However, because of algorithm
problems, there are fewer nighttime profiles than for the other blocker regions.

3.9 Conclusions

From the above studies, several conclusions can be made. HALOE, CLAES, and ISAMS
generally retrieve similar aerosol profile shapes. Channels from each instrument can be
chosen from which the aerosol peak is similar in altitude (when individual profiles are
intercompared). To within a factor of two, theoretical Mie profiles (based upon the
Deshler size distribution measurements), scaled SAGE profiles and retrieved aerosool
profiles agree in magnitude for pressure levels in the range 20-68 mb. Above 20 mb, the
HALOE, CLAES, and ISAMS profiles have gradients which are not as steep as that of
the SAGE data or the theoretical predictions based upon the Deshler data. The reason for
this disagreement is not known. Expressed differently, the uars extinction values are
greater than those of the correlative measurements above 20 mb. HALOE mean
extinction values agree with theoretically derived values to the 15 percent level for an
average over ten coincident profiles. Rms differences for the comparison between theory
and observation are on the order of 50 percent. Rms differences between instruments
(using longitudinal cross-sections) are on the order of 40-50 percent for the 20 to 68 mb
range. The stated percent accuracies for the ISAMS and CLAES extinction values are
smaller than the percent differences in the instrument intercomparisons. Generally, the
HALOE, ISAMS, and CLAES data sets can be jointly used in the range 20 to 68 mb,
while data error bars caution against usage at other pressure levels. Improvement in the
accuracy of the aerosol extinction data is expected. Finally, encouraging results of appli-
cation of the HALOE data, used to retrieve particle size distribution information, has
produced estimates of surface area for sulfate aerosol, which compares well with correl-
ative measurements.
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SAGE and CLAES intercomparison

Formed ratios of CLAES and SAGE extinction (km-1) for
112 profiles for pressures between 100 and 3 mb for

January 9-11, 1992. The latitude range was from -3 S to +34 N.

Version 6 CLAES data is used.

The SAGE extinction was scaled by theoretical ratios of
extinction (based upon Mie calculations calculated using
Terry Deshler's size distributions). Ratios refer to the

0.525 micron observation of SAGE, e.g. (CLAES 780 km-1) /
(SAGE 0.525 micron km-1) is 2.32e-2.

cm-1 ratio

780 2.32e-2
790 2.34e-2
840 2.87e-2
880 5.23e-2
925 5.33e-2
1257 1.41e-1
1605 5.26e-2

Figure 3.3-1 Theoretical ratios of extinction based upon Mie calculations.
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QUANTITY

CLACS (780 cm-1) / SAGE (.525 micron]
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Figure 3.3-2 Theoretical ratios of extinction at 12.82 1 and 0.525 p for altitudes from
18-24 km based upon Deshler particle size distribution.
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Ratio of Aerosol Extinction Jan 9-11, 1992

112 Profile Comparisons
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Figure 3.3-4 Mean ratios of aerosol extinction, CLAES/SAGE, for Jan. 9-11, 1992.
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Figure 3.4-3  Comparison of CLAES and ISAMS aerosol extinction at 74S on April 18,
1992, for low aerosol loading. Error bars are given for the CLAES data.
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1992, for medium aerosol loading. Error bars are given for the CLAES
data.
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Figure 3.5-1 ISAMS 12.1 1 extinction at 72S on April 18, 1992.
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Figure 3.5-3  Percent difference map for the data presented in Figures 3.5-1 and 3.5-2.
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HALOE-SAGE II Comparison
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Aerosol Surface Area Density

Figure 3.7-4 HALOE - SAGE II - Deshler comparison of the profile of aerosol
surface area for April 3, 1992.



4. TEMPERATURE

4.1 Temperature Data and Validation Activities

Development and refinement of the UARS data processing algorithms has been going on
continuously since the processing of the first data in September 1991. As a consequence,
production algorithms at the CDHF have been replaced with better versions as the new
codes were developed and shown to produce improved results. This validation deals with
the following data versions:

CLAES V6
ISAMS \%:
HALOE V12
MLS V3

Because of these algorithm upgrades, data processed with the most recent algorithms
were not available for all instruments for the entire data period. In order to have a
common set of days on which to compare UARS instrument results, the following set of
standard periods was agreed upon:

Period 1 09-11 January, 1992 UARS Days 120-122 North-Looking
Period 2 15-20 April, 1992 UARS Days 217-222 South-Looking
Period 3 08-11 August, 1992 UARS Days 332-335 North-Looking
Period 4 25-30 August, 1992 UARS Days 349-354 South-Looking
Period § 03-05 January, 1993 UARS Days 480482 North-Looking

Period 6 01-03 April, 1993 UARS Days 568-570 South-Looking
These days were selected in part for the following reasons:

»  Period 1 is the period upon which the first workshop at Oxford University in March,
1992 concentrated; it provides comparability to those first results.

*  Period 2 is south-looking, and one for which ISAMS was operating.

»  Period 3 is during a comparison period at the Observatoire de Haute Province and a
time when HALOE data could be easily compared with other sounders.

* Period 4 is a longer south-looking period and one expected to show interesting
features related to the Antarctic ozone hole.

» Period 5 is a year later than the first north-looking period and provides an test of
long-term changes in the results.

*  Period 6 is about a year later than the first south-looking period and tests for end-of-
life effects on the CLAES data.

Data for these periods were processed with the most current algorithms and placed in the

CDHEF for general use.

These data then allowed UARS results to be easily compared with each other and with
correlative data from radiosondes. Rocketsonde, lidar, and large balloon data are less
frequent, and in general only a small fraction will fall within the selected days. In that
case, such comparisons as were possible were carried out, as described below.

UARS data were compared with correlative profile data, in order to identify systematic
biases between different techniques. Cross-sections and maps of UARS and analyzed
meteorological data were intercompared to find systematic differences between results
from the different instruments. Finally, time tracks were intercompared to show the
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extent to which observed small-scale features were coherent from one instrument to
another.

4.2 Profile Comparisons
4.2.1.1 Computational Approach to Statistical Comparisons

The mean differences between temperatures determined by the UARS instruments and
correlative systems have been calculated. In order to make the results comparable
between UARS instruments, the time period was limited to the interval between January
1, 1992 and July 7, 1993 in the case of lidar and rocket intercomparisons. Radiosonde
comparisons were performed during each of the six special campaign periods. Level 3AT
temperature profiles from CLAES, ISAMS and MLS were collected in the vicinity of the
correlative measurements. The differences between each of the UARS instruments and
the correlative sensors were computed at the standard UARS pressure grid points.

In the case of lidar systems which reported on altitude grids, the NMC temperature and
height data for the particular day were used to transfer the ground based measurement to
the proper pressure scale for comparison. The mean differences and standard deviations
of differences were calculated at each pressure level for each instrument for coincidences
of UARS measurements which fell within specified latitude, longitude, and time
windows. The size of the windows depended on the number of correlative measurements
of a particular type available for the comparison. Windows for radiosonde comparisons
were therefore considerably more constrained than for rockets, which were quite sparsely
scattered in space and time. It should be noted that for the large windows, the standard
deviations may reflect a large component of atmospheric variability in addition to
instrumental uncertainty.

4.2.1.2 Results: Comparisons to Radiosondes

Comparisons were made against uncorrected standard meteorological radiosondes in each
of the six comparison periods. NMC and other weather services correct the raw
observations for radiation and other effects, which differ for each type of radiosonde.
Attempts to obtain or calculate corrected radiosonde data were unsuccessful. Thus, there
may be differences between the radiosonde comparisons and the fields analyzed from
those data by the weather services.

The coincidence criteria used for the radiosonde comparisons were 1 degree in latitude,
4 degrees in latitude equivalent longitude, and 3 hours. The mean differences and
standard deviations of differences were computed globally and in various latitude bands
for each UARS instrument and are shown in Figures 4.2.1.2-1 t0 4.2.1.2-19.

GLOBAL COMPARISONS

Mean differences (biases) are of order 1-2 K for CLAES, ISAMS and MLS over the
altitude range 100-10 mb. Somewhat larger biases (near 4 K) are found at the uppermost
radiosonde levels (10-7 mb) in January 1992. CLAES shows a negative bias near 4 K
at 46 mb in January 1992, but this is not seen in January 1993. RMS differences are
typically of order 2 K up to 7 K for the altitude range 100-15 mb for all three nstruments,
with differences generally larger in winter, and smaller in summer. Larger RMS
differences are seen at and above 10 mb for most comparison periods, and some profiles
show isolated maxima at individual pressure levels (notably 22 mb in August 1992 and in



January 1993). CLAES exhibits very large RMS differences (> 10 K) in January 1992,
but this is not repeated in any other month.

REGIONAL COMPARISONS

The January 1992, August 1992, and J anuary 1993 comparison periods are separated into
polar, midlatitude, and tropical region comparisons (Figures 4.2.1.2-11 through
4.2.1.2-19). There is not a strong dependence of the bias structures on latitude, aside
from the observation that the January 1992 bias at the uppermost levels (10—~7 mb) occurs
primarily in Northern Hemisphere polar regions (with local biases of 5-12 K).

4.2.2 UARS Profile Comparisons with Lidar and Rockets
4.2.2.1 Comparisons of NMC temperatures with Lidar

It is important to compare lidar data measured with different instruments to evaluate the
ability of lidars to measure temperature consistently. However, since the instruments are
not collocated, and do not necessarily take measurements on the same days, they do not
measure the same atmosphere, and it is difficult to compare these measurements directly.
Here the NMC temperature analyses are used to assist in the lidar temperature
comparison. By assuming that NMC analyses represent the atmosphere consistently
around the globe, lidar / NMC comparisons can be used at each site to study the
consistency of the various lidar instruments.

To accomplish this the NMC temperature analyses were interpolated to the site of
interest, and the lidar values as a function of altitude were interpolated to the NMC
pressure levels using the NMC heights for the altitude-pressure relationship.

The lidar temperature data cataloged in CDHF consists of the following:

Table 4.2-1 Lidar Sites

Latitude, ~ Time of No. of Points in
Site Longitude ~ Measurement Investigator(s) the Comparison
OHP 44N, 6E 10/91-9/92  Chanin, Hauchecorme 115
CEL 41N, 1W 10/91-9/92 Chanin, Hauchecome 70
T™O 34N, 118W 9/91-2/93  McDermid 123
Hanscom 42N, 71W 9/91-7/93  Meriwether, Dao, Farley 26
Frascati 42N, 13E 9/91-11/92  Adriani, Congeduti, Gobbi 34
GSFC 39N, 87W 9/91-1/92  McGee 16
T™™O 34N, 118W 2/92-3/92  McGee 19
OHP 44N, 6E 7/92-8/92  McGee 22

Most of these are long term investigations. The short term measurements by McGee at
OHP and TMO are designed specifically for intercomparison with other lidars at these
sites.  For the purposes of this study, only the long term investigations are used. The
study is further restricted to the first year of data for each station. This eliminates any
possible seasonal dependence in the comparison. Note that all of these stations are
northern mid-latitude stations. This is consistent with the assumption that NMC
measures temperatures in the same way at all of the stations.

Figure 4.2.2.1-1 shows the average difference between the NMC temperature and the
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lidar temperature for each site at the various pressure levels. Twice the standard estimate
of error (95% confidence limit) for each of these points is 1 — 2 degrees. The ideal result
would have been that all the points from different stations lie on top of each other. Then
any global non-zero bias would have indicated differences between the lidar and NMC
measurement techniques. Unfortunately, this is not the case; there is a spread in the
points of up to 8 degrees.

The Frascati team is preparing a reprocessed data set, and their data have been excluded.
Also, since time series graphs show a seasonal dependence in the NMC-lidar difference,
it is unfair to compare the GSFC data set, since it spans a half year instead of the full year
represented by the other sets. Even with the elimination of these data sets, the spread of
the NMC - lidar differences is 4 K to 8 K, increasing with altitude.

The previous analysis does not include any consideration of the time of day at which the
data are taken. The NOAA satellite, from which NMC stratospheric analyses are derived,
crosses the equator at approximately 3 AM or 3 PM local time. The NMC analysis
procedure uses data that come from 6 UT to 18 UT which produces a “12 UT”
temperature map. Over Europe the 3 PM data are used; over the US the 3 AM data are
used, with actual times for each site depending on the distance from the equator. Thus
global comparisons of NMC - lidar data may be affected by significant diurnal and
semidiurnal effects. In addition, though lidar data are generally taken at night, the
measurements occur anytime between sunset and sunrise causing further, though
somewhat smaller, diurnal/semidiurnal contamination.

UARS data may be used to estimate the variation of the temperature with the time of day.
While the NOAA satellite is sun-synchronous, the UARS satellite is not. This means
that profiles taken at a site are not taken at the same time each day. For UARS, the data
span a full 24 hours in several weeks. This allows the use of UARS data to model the
time of day dependence of stratospheric temperatures. The following analysis uses MLS
data.

Figure 4.2.2.1-2 shows NMC — MLS temperature difference at Table Mountain for each
day at 1 mb as a function of time of day of the MLS measurement for several seasons.
Using NMC — MLS instead of just the MLS temperatures eliminates the day-to-day
temperature variation. Also shown on Figure 4.2.2.1-2 is a fit to the data with a constant
term, a trend term, and sine and cosine terms with 24 and 12 hour periods. Since the
signal is expected to be seasonally dependent, each season and year is fitted separately.
This fit gives a representation of the diurnal and semidiurnal variations of the
stratosphere. To make the diurnal adjustment in the NMC/lidar comparisons for each
lidar measurement, the value of the fitted curve at the time of the lidar measurement is
subtracted from the value of the curve at the NMC time. This difference is used to adjust
the lidar measurement to the NMC time prior to calculating the average NMC — lidar
difference for each pressure level. In Figure 4.2.2.1-2 the NMC time is at 12 UT, and
the bulk of McDermid's measurements range from 4 to 9 UT. This results in a correction
of less than 5 degrees at S mbar. Note that a unique fit is obtained for each site, each
pressure level, and each season.

Figure 4.2.2.1-3 shows the adjusted average temperature differences for all of the long
term data stations in the same format as Figure 4.2.2.1-1. GSFC and Frascati data are
not shown for the reasons given above. There is improvement in the inter-station



agreement at all levels (summarized in the table below). As expected the greatest
improvement is at the highest altitude where diurnal effects are large.

Table 4.2-2 Spread in average NMC - lidar differences from 4 sites

Pressure level No correction Diurnal correction
1 mb 8§K 4K
2mb 4K 2K
Smb 4K 3K
10 mb 4K 3K

Next, consider the inter-comparison data from OHP and TMO. Figures 4.2.2.14a and b
show the McGee and McDermid data from Table Mountain (2/19/92-3/19/92) as
compared to NMC. Figure 4.2.2.1-4a contains no diurnal correction, 4.2.2.1-4b does.
Except at 5 mb, there is statistically significant disagreement between the two lidar data
sets when no diurnal adjustment is made. When the data are adjusted to compensate for
the time of day of the measurement, there is considerable improvement. Only at 10 mb

do the lidar data sets continue to significantly disagree.

Figure 4.2.2.1-5a and b show a similar comparison between McGee and Chanin
temperatures at OHP during 7/13/92-8/17/92. In this case the agreement before the
diurnal correction (Figure 4.2.2.1-5a) is very good—within 1 degree from 5 to 1 mb.
When the diurnal correction is applied (Figure 4.2.2.1-5b) this agreement is diminished
somewhat for these levels; however, the average NMC - lidar differences still agree well
within the error bars. For 10 mb the agreement is substantially improved after the
correction.

In conclusion, we see that in comparing stratospheric temperature profiles, diurnal and
semidiurnal effects must be considered. However, even though the removal of these
effects improves the agreement among lidars from different stations, there is still a spread
in the data that must be explained.

4.2.2.2 UARS Comparisons with Lidar Temperatures

Statistical comparisons were made against ground based lidars for the period January 1,
1992 through September 15, 1992. In order to obtain a large statistical sample, the
coincidence criteria were set at 4 degrees latitude, 12 degrees latitude equivalent
longitude, and 24 hours.

Comparisons with OHP, Table Mountain, GSFC, and Hanscom lidars are shown in
Figures 4.2.2.2-1 t0 4.2.2.2-4. As noted above, there are differences among the lidar
sites that have not been corrected here. ISAMS is 5 K to 10 K too cold over 1-0.02 mb at
each site, and overall, about 4 K too warm near 10 mb. CLAES biases vary strongly
between the different sites, although most exhibit a cold bias of 2-5 K over 5-1 mb and
warm biases of order 5 K at 20~10 mb and near 0.1 mb. MLS shows the best comparison
with the lidars, with small biases of order 2 K over 20-0.46 mb.

4.2.2.3 Time Series Comparisons between UARS Instruments and Table Mtn Lidar

Time series of temperature and temperature differences show the quality with which
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atmospheric trends are represented in the data sets. A more detailed study of the
comparisons with the Table Mountain Lidar was carried out.

During the period from September 14, 1992 through February 11, 1993, the Table
Mountain Lidar Station (TMO) provided 159 temperature profiles. Time series were
generated from smoothed TMO profiles which possessed the same vertical resolution as
the CLAES and MLS retrieval grids (evenly spaced in log1( (P/mb) with grid spacings of
1/6 or 1/3).

Profiles were selected from the UARS instrument’s L3AT data files within 25 degrees
longitude and 12 degrees latitude, during the UDT day of the TMO profile. For the
profiles satisfying these constraints, a latitude-weighted distance (sum of geodetic and
meridional distances) to TMO was evaluated, and the closest and next closest profiles
compared to the TMO profile. Without the latitude weighting, it was found that profiles
at similar latitudes to TMO, and having similar profiles, were not selected for
comparison. For CLAES and MLS, 62 and 146 pairs of profiles were coincident; the
root mean square (RMS) distance to the closest and next closest profiles were
approximately 370 km and 480 km.

To test whether proximity of the UARS profiles to the TMO profiles was a significant
component of the differences, Figures 4.2.2.3~1 and 4.2.2.3-2 show profiles of the RMS
temperature differences between the TMO profiles, and CLAES and MLS closest and
next closest profiles. RMS differences using the next closest profiles are typically within
0.5 K of those using the closest profiles. Furthermore, the RMS differences are not
systematically smaller for the closest profiles, suggesting that the differences between
the TMO and CLAES and MLS are not attributable to poor coincidences.

Figures 4.2.2.3-3 and 4.2.2.3-4 show time series of the smoothed TMO temperature and
the closest and next closest CLAES and MLS temperatures for fixed pressure (the grid
points of the retrieval grids for CLAES and MLS. In general, both MLS and CLAES
temperatures tend to be colder than TMO temperatures. Although systematic differences
are seen between data sets, all data sets show the annual cycle of cooling during the
autumn, followed by warming during the spring. Also seen are a sequence of warmings
in February, March, and April 1992 between 4.6 and 1 mb.

Time series of differences between CLAES and TMO and between MLS and TMO
(Figures 4.2.2.3-5 and 4.2.2.3-6) show that the biases and scatter are not correlated with
season or time within the mission. In summary, with only 62 or 146 coincident
measurements, it is difficult to arrive at robust conclusions. However, based on these
data sets, there is no evidence to believe that the systematic errors and precisions in the
TMO, CLAES, or MLS data sets are time or seasonally dependent.

4.2.2.4 UARS Comparisons with Rockets

Statistical comparisons were made against 156 temperature rocketsondes for the period
January 1, 1992 through September 15, 1992. Both thermistor sensor and falling sphere
sondes launched from Antigua, Ascension Island, Cape Canaveral, Kwajalein, Point
Mugu, Ryori, and Wallops Island were included in the comparisons. Due to the sparcity
of rockets, the coincidence criteria were set at 4 degrees latitude, 12 degrees latitude
equivalent longitude, and 24 hours. Summary statistics are shown in Figure 4.2.2.4-1.



ISAMS shows a cold bias of 5-10 K over the range 1-0.15 mb (similar to the bias
inferred from the lidar comparisons), and warm biases of order 10 K above 0.07 mb
(opposite to the lidar structure). CLAES shows a small cold bias of 2 K over
the range 10 - 0.2 mb, unlike the larger positive and negative biases seen in the lidar
comparisons. MLS also shows small, altitude-dependent biases of order 2 K over the
range 20-0.46 mb.

4.2.2.5 Summary of Profile Comparisons

» Radiosondes (100-7 mb): CLAES, ISAMS and MLS show biases of order 1-2 K
over this region, with RMS differences of 2-5 K over 100-30 mb and 5-10 K over
20-7 mb. Larger differences were calculated in January 1992, but these were not
repeated in any other month (including January 1993).

¢ Lidars/Rockets (100-0.01 mb): MLS has the smallest biases of order 2 K over
20-0.46 mb. CLAES shows biases of order 5 K compared with lidars, but much
smaller values (2 K) compared with rockets. ISAMS shows warm biases near 4 K
over 10-7 mb and cold biases near 10 K over 1-0.1 mb in both comparisons. At the
uppermost levels (0.07-0.02 mb), the lidar and rocket comparisons show opposite
warm and cold biases near 10 K.

4.2.3 Estimates of UARS Temperature Precision

The accuracy, A, and precision, P, associated with a retrieved temperature R are defined
by:
R=T+AP

where T is the true temperature. Precision may be defined in two ways:

(1) Local Precision: the repeatability of the retrieval error given the same atmospheric
profile and instrument characteristics and is thus largely determined by the noise of the
measurement;

(2) Global Precision: the repeatability of the retrieval error over a range of profiles and
instrument characteristics, which thus incorporates both the local precision and the global
variation of the local accuracy. In the limit of the accuracy becoming constant (not
necessarily zero) over a wide range of measurements, the two definitions converge.

LOCAL PRECISION

The UARS limb-viewing track intersects itself so that in each orbit there are
measurements close to those made in the previous orbit. Restricting comparisons to pairs
of profiles within £ 1 degrees latitude, *+ 2 degrees longitude from successive orbits
usually yields one or two matches per orbit close to the 34N/34S limit. Assuming the
atmosphere and instrument characteristics remain unchanged (i.e. T and A are constant)
over such a short spatial and temporal scale (1 orbit = = 96.4 minutes), the RMS
difference between these pairs of retrievals gives a measure of the local precision:

(r-&[)=27"
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or
P=(r-r[)2

where brackets indicate an average over the number of comparison pairs.

Figure 4.2.3-1 shows average values of precision calculated in this way for the UARS
instruments during each of the validation periods. Note that the improving repeatability
indicated at the ends of the ISAMS and MLS profiles reflect the increasing constraints
imposed by NMC data or climatology, and does not imply improving accuracy.

GLOBAL PRECISION

The UARS limb-viewing instruments (CLAES, ISAMS, MLS) nominally observe the
same tangent track for much of the time. The mean-square difference between a pair of

collocated retrievals R,, R, from different instruments is given by:

(R.-R[)=(a, - A [ )+ P2+ P}

where A, — A, represents the average bias between the two instruments for the set of

profiles compared, and P,? + P,? represents the variance, 6. Thus for 3 instruments, the

variances of the comparisons contain enough information to identify the 3 individual
values of precision:

0, =P +P}
0, =P>+P?
o =P*+P}?

Solving these equations for the SD values (i.e. &) listed in Table 4.3-1, the calculated
precisions are plotted in Figure 4.2.3-2 for the three latitude bands (i.e. not strictly
“global”). These values are more “approximate” than the local precision and in two
cases (indicated by the two points on the y-axis in each plot) yielded negative solutions

for P? for one of the instruments. However, the general pattern is that the global
precision is larger than the local precision, as expected, and also larger for high latitudes
than low latitudes, probably reflecting the wider range of atmospheric profiles and
variations in bias differences at higher latitudes.

4.3 Zonal Mean Cross-Sections

One of the goals of intercomparisons is to determine whether there are systematic
differences between different instruments or techniques. Random variations, or
variations within the precision, can mask the systematic differences. By taking averages
around latitude circles, i.e. calculating zonal means, the random variations can be reduced
and more stable quantities formed for comparison.



4.3.1 Cross-sections
4.3.1.1 UARS differences from NMC and UKMO analyses

The stratospheric data from the NMC have been used for many years as a standard for
stratospheric temperatures and for stratospheric research. It is natural that the UARS
temperatures should be compared against them. Recently the UKMO has also produced
stratospheric temperature analyses through assimilation of the same satellite-observed
radiances that go into the NMC analyses. The UARS results will also be compared
against these analyses. Here, the UARS results have all been analyzed in the same way,
in that a Kalman filter mapping of the Level 3AT data has been carried out. Note that
while comparisons with MLS are shown down to 100 mb for uniformity, MLS values
reported below 22 mb are essentially NMC values. Some differences between results
obtained on the ascending and descending parts of the orbit, which correspond to
different local times, led to the use of ascending orbit data only in the comparisons.
Differences for descending orbit data would be very similar. It should be clear that the
UARS data are all obtained at the same local time, but this will differ in general from the
times of the NMC and UKMO data, which is 1200 UT.

All temperature data show the same gross features and are distinguished by relatively
small differences. For this reason, for the comparison dates discussed below, only one
zonal mean cross-section will be shown to indicate the large-scale temperature structure
of the atmosphere. Figure 4.3.1-1 shows the UKMO temperature distribution for January
10, which shows the cold polar lower-stratosphere and latitudinal structure in the middle
and upper stratosphere. Figures 4.3.1-2 shows that the three UARS sounders are cooler
than NMC by a few degrees at most latitudes and altitudes, especially between
30-1 mb, with largest differences (= 7 K) in the polar winter and in the upper tropical
stratosphere, but UARS temperatures are up to 10 degrees warmer in the tropical lower
mesosphere. ISAMS results also show warmer temperatures in the tropics below
20-30 mb, which may be due to the incomplete removal of aerosol effects. The
similarity of the pattern of the differences is striking.

Patterns of difference between the UARS and UKMO temperatures are presented in
Figure 4.3.1.3. They are seen to be broadly similar to differences from the NMC
analysis, but the large differences in the polar regions are not present, and the
differences are generally smaller.

The zonal mean cross-section for April 17, during a south-looking period is displayed in
Figures 4.3.14. Although it is early austral autumn, a cold pool is already present over
the polar region. Figures 4.3.1-5 and 6 present the corresponding UARS - NMC and
UARS - UKMO differences. For this south-looking period, the UARS sounder results
again are lower than NMC, though apparently by smaller amounts. The UARS results
again show difference features that are similar to one another, notably being several
degrees cooler in the high-latitude upper stratosphere region. The differences from the
UKMO show similar patterns, although smaller. A tendency for the UARS sounders to
be warmer in the low-altitude tropics can also be seen.

The zonal mean cross-sections for August 10, which views the northern hemisphere
summer, and the UARS — NMC and UARS ~ UKMO differences are shown in Figures
4.3.1-7, 8 and 9, respectively. There is an indication of a wave-like structure in the
tropics. Again, the UARS instruments show similar patterns versus the UKMO data,
being generally cooler from 20-1 mb, with larger oscillatory differences in the tropics.
The same differences are seen with the NMC data, although they are larger.
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The same quantities for August 27, when the UARS sounders were viewing the end of
the southern winter. are shown in Figures 4.3.1-10 to 12. The differences in the tropics
are similar to those seen in the previous period, indicating no large view-direction
dependent differences, and supports the idea that there are systematic effects. MLS and
CLAES are generally cooler than the NMC and UKMO analyses, with large areas of
UARS being cooler in the cold polar region. Again, differences are smaller with UKMO.

Results for the second year, for January 4, 1993, a northern winter day, one year after the
first one, are presented in Figure 4.3.1-13 to -15. The patterns and magnitudes of the
differences with the UKMO are generally similar to those of a year earlier. The
differences with NMC are rather larger and higher in altitude in the polar regions.

Finally, results are shown in Figure 4.3.1-16 to —18 for the south-looking April 2, 1993.
The differences with NMC are similar to those in Figure 4.3.1-5, again evidencing lower
UARS temperatures in the high-latitude stratopause region. Similar patterns are also seen
in Figures 4.3.1-18, showing continuity and stability of the characteristic differences.

The differences probably arise for the most part from the much higher vertical resolution
of the UARS sounders than the operational TOVS sounder (= 3 km versus = 10 km).
Differences from NMC are also influenced by the way in which the TOVS radiances are
inverted and by the simple nature of the corrections which are applied. Differences from
the UKMO are more difficult to discuss, given the more complex nature of the data
processing. The consistency of the pattern of the differences suggests that all systems are
performing in stable and repeatable ways.

Tabulated values of the mean differences between UARS and NMC temperatures for the
first two comparison periods are contained in Table 4.3-1. Results are summarized in
Table 4.3-2. Both tables are located in the first part of section 4.3.1.3.

4.3.1.2 Intercomparison of UARS Temperature Results

CLAES - MLS

The differences among the UARS instruments are smaller than those between UARS and
NMC. Figure 4.3.1-19 shows that the CLAES — MLS differences have a consistent
pattern during the north-looking periods, with CLAES being warmer from 22 to about
5 mb, and cooler above. The differences are usually less than 2 K, but locally may reach
4 K. There is also a hint that CLAES is slightly warmer at the stratopause in the northern
tropics, which could show up as a difference in stratopause altitude.

The same general features for south-looking periods are shown in Figure 4.3.1-20, which
again shows CLAES warmer by 2—4 K below 5 mb, and cooler above. In this case there
are larger differences in the upper stratopause, with CLAES cooler near 60 degrees on
the April days by 5 or 6 K and by as much as 8 K in the winter polar period. Again,
CLAES appears to be very slightly warmer at the tropical stratopause.

ISAMS — CLAES AND ISAMS - MLS

Differences between ISAMS and CLAES and MLS for January 10, 1992, a north-
looking day, are contained in Figure 4.3.1-21. Again, differences tend to show bands in



altutude, with ISAMS 4-5 K warmer than CLAES and MLS from about 10—1 mb and
cooler by several degrees above 1 mb. Below 10 mb, ISAMS is slightly warmer in the
tropics and cooler at higher latitudes. This is an altitude range where ISAMS
temperatures are strongly affected by aerosols.

Figure 4.3.1-22 displays the same differences for April 17, 1992, a south-looking day.
A distinct banded pattern is seen which indicates ISAMS warmer by up to 4 K than
CLAES and MLS in the upper stratosphere , with the lower stratosphere tropics and
extratropical region again warmer and cooler, respectively, than the other two sounders.
ISAMS temperatures are several degrees cooler than MLS or CLAES at the tropopause.
ISAMS becomes cooler than MLS at a lower altitude in April than in January. These
comparisons indicate that the differences between the UARS sensors tend to be fairly
small, and primarily a function of altitude rather than latitude. The exceptions are the
polar regions, especially the winter polar regions, where differences can be larger and a
function of latitude.

4.3.1.3 Tabulated Differences of Zonal Means for Comparison Periods 1 and 2

1. UARS COMPARISONS WITH NMC DATA

Table 4.3—1 presents results of intercomparisons between the 3AT profiles from all the
UARS sounders (CLAES, HALOE, ISAMS, and MLS) and NMC for days when the
three emission instruments were viewing the same tangent track: January 9-11, 1992 and
April 16-20, 1992 (ISAMS was viewing both sides on April 15, 1992 and was not
functioning during the subsequent intercomparison periods). The NMC data were
interpolated to the UARS measurement locations, and the recommended corrections
were applied. Table 4.3-1 lists the aggregate Bias, SD, and RMS difference between
temperatures from a UARS instrument and NMC. The comparisons are split into low
(355-35N), medium (60S-35S, 35N-60N), and high (80S-60S, 60N—80N) latitude
bands and presented at alternate UARS surfaces to match the MLS retrieval surfaces.
Table 4.3-2 summarizes the information from Table 4.3—1.

Table 4.3-1 UARS - NMC Temperature Comparisons

(CLAES - NMC)

Low Latitudes Middle Latitudes High Latitudes
(0-35°) (35-60°) (60-80%)

Srfc. RMS RMS RMS
No. p Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes

20 046 270 561 623 [4.17 784 8.88 | 3.01 9.04 9.53
18 1.0 ]1-253 4.13 484 [-380 564 6.80-594 7.68 9.71
16 22 |[-343 430 550 (438 636 7.72|-7.48 682 10.12
14 46 [-280 3.54 451 [-2.57 538 596 |-4.65 633 7.85
12 10 -1.19 270 295 |-1.84 370 4.13 |-3.41 694 7.73
10 22 -0.27 231 233 |-121 292 3.16 | 4.04 6.45 7.61
8 46 044 184 189 |-0.50 223 2.28 |-1.47 5.08 5.29
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ISAMS - NMC

Low Latitudes Middle Latitudes High Latitudes
(0-35°) (35-60°) (60-80°)

Srfc. RMS RMS RMS

No. p Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes

20 046 |-393 509 6.43 |-8.11 652 10.40/-351 9.56 10.19

18 1.0 |-3.78 3.75 532 1-541 453 17.05|-8.02 500 945

16 22 0.11 335 3.36 |-2.17 428 4.80|-6.09 4.86 7.79

14 46 0.89 2.53 2.68 |-046 3.32 3.36|-1.29 498 5.15

12 10 -026 2.38 240 |-0.80 332 3.42|-1.87 4838 522

10 22 025 271 272 |-273 269 3.83]-379 321 496

8 46 007 1.80 180 {-1.81 209 277}-253 231 342
MLS - NMC
Low Latitudes Middle Latitudes High Latitudes
(0-35°) (35-60°) (60-80°)

Srfc. RMS RMS RMS

No. P Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes

20 046 | 1.89 5.11 545 |-343 804 874|411 9.04 993

18 1.0 |-048 415 4.18 [-1.81 548 577 |-3.76 7.58 8.46

16 22 |-092 326 339|-1.09 510 522 [-399 637 7.5I]

14 46 |-245 272 3.66|-094 445 454 |-249 6.17 6.65

12 10 -2.82 215 354 [-233 299 379 |-298 471 5.57

10 22 -1.85 2.05 276 |-198 371 420|419 6.86 804

8 46 001 019 0.19] 005 028 028} 0.13 048 0.50 (1)




HALOE - NMC

Low Latitudes Middle Latitudes High Latitudes
(0-35% (35-60°) (60-80°)
Srfc. RMS RMS RMS
No. p Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes
20 046 |-129 4.62 4.80 |-7.49 808 11.02| 3.78 2.58 458
18 1.0 |-545 351 648 |-6.86 572 893 |-1.89 2.10 283
16 2.2 (413 222 469 |-2.19 3.18 3.86|-429 1.66 4.60
14 46 |-039 054 0.67| 061 1.03 120] 007 051 052
12 10 0.13 018 022 024 048 054 | 0.14 0.18 023 )
10 22 -0.17 0.15 0.22 {-0.03 026 026 |-0.09 0.16 0.18 2)
8 46 =021 021 030 0.04 027 027 |-0.08 0.18 0.20 (2)
Notes. (1) MLS data are taken directly from NMC data at this level
(2) HALOE data are taken directly from NMC data at these levels
Table 4.3-2—Summary of UARS - NMC Temperature Comparisons
Minimum | Maximum
Minimum | Maximum| RMS RMS
Hottest Coldest SD SD Diff. Diff.
S P N
R R @)
F E T
C S E
# S Il mhil m hil mh|l mhll mh|l mhnls
20 046|C MM|I T T|HI H|(CHTII[HMH|I HI
18 10 [ MMHHHTI|HI HIMHC|MMH|H H C
16 22 |[I MM|HC C|H HH|CCCI|I HH|CCOC
14 46 I HH|IC C C/H HH|CCC|HHH|[CCOC
1210]II[][MMCMMMCCCIIIMCC(3)
10 22 |I C 1 MIMMIIIMMCCIMMM(3)
8 4 JC C ClI I 1|l 1 1]jccclt ci1lcI C (4)

Outline type indicates NMC data is warmer than all
Notes (3) HALOE data excluded from summary at
(4) MLS and HALOE data excluded from th

Abbreviations:

latitudes (60-80°

I=low latitudes (0-35°), m=middle latitudes (35-60°), h
), C=CLAES, I=ISAMS, M=MLS, H=HALOE.

UARS instruments at these points.
these levels
€ summary at this level.
=high
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2. INTERCOMPARISONS AMONG UARS TEMPERATURES

Table 4.3-3 shows temperature intercomparisons between the three UARS limb sounders
(CLAES, ISAMS, MLS) based on the days when all 3 instruments were viewing the
same tangent track: January 9-11, 1992 and April 16-20, 1992. These comparisons are
The table lists the aggregate Bias, SD, and RMS
Difference between ecach pair of instruments. Table 4.3—4 summarizes the information

based on the Level 3AT profiles.
from Table 4.3-3.

Table 4.3-3—Limb Sounder Intercomparisons

CLAES - ISAMS

Low Latitudes Middle Latitudes High Latitudes
(0-35% (35-60°) (60-80%)

Srfc. RMS RMS RMS

No. P Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes
22 02211031 425 11.16] 9.33 542 10.79| 7.59 6.68 10.11

20 0.46} 7.12 3.65 8.00| 6.64 431 7.92| 479 504 6.96

18 1.0 | 1.15 3.17 337 1.86 4.46 4.83|-020 508 35.09

16 22 | 289 278 401|-3.09 4.62 556]-1.63 469 4.96

14 46 |-3.56 241 430|-2.83 425 5.11]-2.09 399 451

12 10 049 237 242|-0.69 3.03 3.11|-139 7.04 7.17

10 22 —030 3.46 3.47| 195 3.18 3.73] 134 676 6.89

8 46 022 202 203| 148 339 370] 138 7.38 751
CLAES - MLS

Low Latitudes Middle Latitudes High Latitudes
(0-35°) (35-60°) (60-80°)

Srfc. RMS RMS RMS

No. P Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes
22 0.22] 1469 537 15.64|14.97 8.17 17.05}11.79 11.54 16.50| (1)
20 0.46| 0.46 3.50 3.53 |-0.86 3.50 3.60 [-0.58 4.80 4.83

18 1.0 =235 279 3.65|-2.19 341 405 |-1.15 449 4.64

16 22 |—2.10 292 360 |-295 399 496 |-173 498 528

14 46 |-0.17 266 267 |-1.27 392 4.12|-047 515 5.17

12 10 2.12 244 323 | 051 3.04 308 012 696 696

10 22 1.49 2.85 322 085 341 352| 046 7.87 17.89

8 46 054 189 197 |-0.60 282 2.89]-1.09 694 7.02 | (2)




ISAMS - MLS

Low Latitudes Middle Latitudes High Latitudes
(0-35% (35-60% (60-80°)

Srfc. RMS RMS RMS
No. P Bias SD Diff. | Bias SD Diff. | Bias SD Diff. | Notes

22 022] 405 538 674 | 561 641 852| 412 866 9.59 | (1)
20 0.461-6.55 3.13 7.26 [-7.51 390 8.46|-532 496 7.27
18 1.0 |-3.50 322 476 |-397 429 585|087 533 540
16 22 1 074 259 270} 0.12 345 345|011 462 4.62
14 46 | 337 215 400{ 155 376 4.07| 1.59 538 5.61
12 10 262 218 341 124 267 294} 143 370 396
10 22 1.76 2.80 331 |-1.04 432 4451094 6.55 6.62
8 46 0.14 185 186 (-2.11 213 3.00{-250 236 3.43 | (2)

Notes. (1) It is recommended that MLS data be ignored at this level
(2) MLS data are taken directly from NMC data at this level

Table 4.3-4—Summary of Limb Sounder Intercomparisons

Minimum | Maximum
Minimum | Maximum RMS RMS
Hottest Coldest SD SD Diff. Dift.
S P N
R R O
F E T
CcC S E
# S l mhi|{l m hi{l mh|l mhi{l m hi{l mh]|S
2 o2jccc MMMCIT ITIMMMIT'T T|C CC|OD
20 0461C MM|I T I  MMM|ICIT IT | MC C[I T I
18 10 MMM|I T C/IC MC|I T IT|CCCMII
16 22 |I I M|[C C C|]I MT|[CCCIMMTIT  C CZC
14 46 |1 1 1 |[C C C|]I MC|IC C MMMZCI|I CM
12 10 |jr 1 1  MmMMmMMI I M|[CCCICMMMTZCZC
102 | ¢CCcCMIT 11 MCcCl1T|icMC|ccCcI1T1T]|lI 1 C
8 46 |[C MMIMI T MMM|ICCCIMMM|ICI Ci{(®

Notes. (1) It is recommended that MLS data be ignored at this level
(2) MLS data are taken directly from NMC data at this level
Abbreviations: I=low latitudes (0-35°), m=middle latitudes (35-60°), h=high
latitudes (60-80°), C=CLAES, I=ISAMS, M=MLS.
Max/Min columns: e.g. the “C” (CLAES) entry at 0.22 mb in the Min SD, low latitude
column implies that the highest SD is observed between the other two instruments
(ISAMS and MLS).
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4.3.2 Latitudinal Variations of Zonal Means on Pressure Surfaces

Comparison plots of the latitudinal variations of the zonal mean temperatures on pressure
surfaces aid in bringing out some of the differences and characteristics of the different
data sets. This is illustrated by Figure 4.3.2-1, which displays the variations averaged
over the January 9—11 period on the 1 mb surface. The three UARS instruments display
the same variations with latitude, which NMC only roughly follows. MLS generally
finds the highest temperature among the UARS instruments, with a total spread of 3-5 K.
Figure 4.3.2-2 compares zonal means at 10 mb derived from ascending and descending
parts of the orbit, demonstrating that there are differences, but that they are usually
small. It also illustrates that the UARS temperatures are usually cooler than NMC and
still show more latitudinal structure, probably due to their higher vertical resolution. The
total spread in the UARS temperatures is similar to that at the higher altitudes. The
UARS temperatures are all several degrees cooler than NMC at high northern latitudes, at
this level and at 21 mb. MLS temperatures are lower and don’t show the increase at 65
N, although showing more structure at 15 S.

The same features shown in Figure 4.3.2—1 are seen in reverse at 1 mb in the south-
looking fourth period. At 4.6 mb (Figure 4.3.2-3) and 10 mb, CLAES and MLS
temperatures again show more structure and lower temperatures than NMC, but are in
reasonable agreement with each other. At 21.5 mb, shown in Figure 4.3.2-4, CLAES
and MLS are considerably lower than NMC in the polar region, in agreement with other
information. This fact is important because of the implications for the retrievals of
constituent concentrations in the Antarctic polar vortex in the spring.

4.3.3 Time Series of Zonal Mean Daily Temperatures for 1992

In this section, daily.zonal mean temperatures from the NMC fields are compared with
MLS, CLAES, and ISAMS temperatures at the same latitudes and pressure levels. The
purpose of this comparison is to inspect the temperature record over the course of a full
year to determine the extent of agreement among the various data sets in depictions of
temperature changes during 1992.

UARS data were taken from the 3AT archive for each instrument. CLAES data were
available for a limited number of days during 1992, while ISAMS data were available for
most days until failure of the instrument in July 1992. For each latitude shown, an
average was taken of all ascending orbital data for the day within plus and minus 2.5
degrees latitude. Checks were made for data quality flags and to assure that sufficient
numbers and quality of data for each day are given for deriving a representative zonal
mean temperature.

NMC zonal mean temperatures were derived from the daily hemispheric fields by
interpolating from the 65 by 65 fields to each given latitude, every 10 degrees longitude,
and then averaging over all longitudes. A temperature adjustment was applied, making
all 1 mb NMC temperatures higher by 6.2°C degrees, as recommended by Finger et al,
1993. No adjustment is applied at 10 mb. The NMC temperatures were available

continuously for all latitudes, thus providing a convenient reference to compare to the
UARS data.

Results are shown for 1 and 10 mb, each for the five latitudes, 60N, 30N, equator, 30,
and 60S. All figures have a common format. Temperature, on the vertical scale, is



plotted for each day of 1992 on the horizontal scale. In each figure plotting symbols are
shown, one for each of the three UARS data sets and one for NMC temperatures. In
addition, a fifth curve depicts the 36-day cycle of alternate UARS instrument viewing of
the northern and southern hemispheres (poleward of approximately 39 degrees latitude).

The figure for 1 mb at the equator (Figure 4.3.3—1) shows that the MLS and NMC
temperatures usually depict similar variations throughout the year, but the MLS
variations have substantially greater amplitude. This behavior is especially apparent
around days 10, 61, 230, and 350. Only the 5K variations in the MLS data about days
160 to 180, also supported by the limited amount of CLAES data, have no apparent
counterpart in the NMC data. On the other hand, the CLAES data appear to agree more
with the NMC data around days 320 to 340.

Figures 4.3.3-2 and 3, for 1 mb, 30N and 30S, show similar characteristics as for the
equator. However, in addition, it is apparent from the continuous record of MLS versus
NMC data that there are sometimes jumps in the MLS temperatures at the time of UARS
turnaround. This problem has been mentioned by the MLS team in the discussion of
MLS data. Temperature jumps are especially apparent at 30S around the turnaround days
45, 122, 226, 265, 305, and 334. For some of these days, temperature jumps in the
MLS data are also shown by the CLAES or ISAMS data. It is unclear whether this
agreement indicates the reality of these temperature variations in the atmosphere, or if it
suggests a common registration or platform pointing error for the UARS instruments. As
more data become available from all instruments for the entire first year and beyond,
these matters will be investigated.

Figures 4.3.3—4 and 5, for 1 mb at 60N and 60S show that the large annual variation in
temperature at these latitudes are usually outlined similarly by all systems. However,
disagreement at 60S is especially apparent between NMC and the three UARS
measurements around days 100 to 120. On the other hand, during days 121 to 151 the
MLS and NMC temperatures agree and are somewhat different from the CLAES and
ISAMS temperatures. Throughout the year it is possible to find periods when all systems
agree and also periods when all disagree (and various combinations in between).

The same level of agreement and disagreement among measurements is also seen at
10 mb (Figures 4.3.3-6 to 10). Best agreement appears on the 10 mb figures for 60N and
60S. For 30N there is more agreement among NMC, ISAMS and CLAES, with MLS
somewhat lower than the others throughout most of the year. The same appears true at
30S for the first few months of 1992, but there is much more diversity during the rest of
the year. At the equator, all measurements agree well for the first few months, but
diverge by up to 5K thereafter.

In summary, the zonal mean comparisons show a mixture of agreements and
disagreements between instruments and NMC data. For the most part, the UARS data
are in good agreement and they track each other within 5K.
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4.4 Temperature Comparisons with HALOE
4.4.1 Introduction

A series of temperature profile comparisons was performed between HALOE and
CLAES, MLS and ISAMS, for five comparison periods. Profiles were compared when
their respective locations fell within the coincidence criteria of 2 degrees latitude x
10 degrees longitude x 12 hours. The mean and RMS differences between HALOE and
other UARS instruments were computed on a high resolution grid. Along with the
differences, a mean temperature profile for each instrument was computed at every point
a comparison was made. Table 4.4—1 shows a summary of the time periods that were
used in the comparisons.

Table 4.4-1 Time Periods for HALOE Coincidences with MLS, CLAES, ISAMS

Period Dates Number HALOE Latitude SR/SS
of days Range.
1 9-11 Jan. 1992 3 46N — 49N SR
2 15-20 Apr. 1992 6 23N - 318 SR
2a 15-17 Apr. 1992 3 23N - 10S SR
2b 18-20 Apr. 1992 3 10S - 318 SR
3 810 Aug. 1992 3 34N — 48N SR
4 25-30 Aug. 1992 6 30S - 19N SS
4a 25-27 Aug. 1992 3 30S - 9S SS
4b 28-30 Aug. 1992 3 9S - 19N SS
5 1-3 Apr.1993 3 36N — 40N SR

From the collection of coincident profiles, longitude versus pressure cross-sections of
temperature (and temperature differences) were constructed for each period in an attempt
to better characterize differences indicated by the profile comparisons. Only 3 day
periods were used to create longitude versus pressure Cross sections.

Features common to all intercomparisons are described in section 4.4.2 with the aid of
one period, namely April 1992 (period 2). In section 4.4.3 the period of January 9-11,
1992 is discussed. During this period large differences are seen throughout the longitude
range where a large temperature gradient exists.

4.4.2 Summary of Coincident Profile Comparisons

The mean profiles and their respective mean and RMS differences are shown for HALOE
versus MLS, CLAES, and ISAMS, respectively, for the April 15-20, 1992 period in
Figures 4.4.2—1 to —3. The differences seen during this period are fairly representative of
all the periods used in the comparison. The following is a summary of the major
characteristics found in the differences. It is noted that HALOE, at present, does not
retrieve temperatures below about 10 mb. The temperatures shown below 10 mb are
NMC values merged with the retrievals above.



UPPER STRATOSPHERE (10 -1 MB)

HALOE mean temperatures in this region agree with other UARS results to within * 1 K
to 6 K. The RMS difference is about 5 K. The mean profiles usually come into
agreement at 4 mb.

STRATOPAUSE TEMPERATURE

HALOE underestimates the stratopause temperature generally by 2-8 K in comparison
with MLS, CLAES and ISAMS. During April 1-3, 1993, however, CLAES and
HALOE show close agreement ( < 1 K ) at the stratopause (see Figure 4.4.2-4).

STRATOPAUSE HEIGHT

HALOE and ISAMS agree on the stratopause height location, while CLAES and MLS
agree with each other, but show a slightly higher location than the other two experiments.

LOWER MESOSPHERE

CLAES tends to be warmer than HALOE by a few degrees from the stratopause upward.
At 0.2 mb MLS shows a large low temperature feature, and ISAMS is also colder than
HALOE ( <5 K ) throughout the region. RMS differences are in the range 5 to 10 K.

HALOE shows a "kink" at 0.4 mb and again at a lower level apparently where NMC is
“tied on" at the 810 mb level. The persistent "kink" in the HALOE temperature profile at
0.4 mb occurs where the HALOE retrieval vertical resolution becomes more coarse in
order to compensate for decreased signal-to-noise.

4.4.3 Longitude Versus Pressure Cross-Sections

These cross-sections were produced using the profiles obtained from the coincidence
criteria discussed earlier. Typically the cross sections did not indicate any longitude
trends which were different from the characteristics shown by the profile statistics. Two
periods are discussed that show best and worst agreement. The first is April 1-3, 1992,
which tends to show the best agreement between HALOE and other UARS  instruments.
The second period is January 9-11, 1992, which tends to show the worst agreement,
apparently due to a large temperature gradient which the retrievals from the four
experiments handle differently.

APRIL 1-3, 1993

It is not clear why CLAES and HALOE agree on stratopause temperature during this
period and not during the other time periods. Inspection of longitude versus pressure
cross sections in Figures 4.4.3-1 (HALOE) and 4.4.3-2 (CLAES) show that the
atmosphere is relatively quiescent. Differences shown in Figure 4.4.3-3 (CLAES -
HALOE) and other plots not shown for the remaining comparison periods, tend to
substantiate the characteristic difference features noted in the profile plots.

JANUARY 9-11, 1992

This period shows a great deal of longitudinal and vertical variation in the temperature
fields. Figure 4.4.3—4 shows a longitude versus pressure cross-section of temperature for
HALOE. There is a large area of cold air from 240 to 360 E which extends up through
the stratosphere which is well represented by all instruments. Nevertheless, fairly large
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differences are still seen in this region as displayed in Figure 4.4.3-5 which shows a
comparison of HALOE with ISAMS. Large differences of up to 10 K are seen in the
stratopause region from 240 to 360 E. Relatively small differences ( 2 K to 6 K ) occur in
other regions of the upper stratosphere. Like the profile differences, ISAMS is colder
than HALOE in the lower mesosphere. Although not shown, mostly similar, but in some
cases, even larger differences were computed between MLS versus HALOE and CLAES
versus HALOE.

4.4.4 HALOE Versus Correlative Data

Comparison of HALOE temperature profiles with those obtained from all available lidar
profiles (125 comparisons) shows good agreement throughout the stratosphere. In Figure
4.4.4-1, it can be seen that from 30 km to just above 70 km mean differences do not
exceed 5K. As before, HALOE tends to underestimate the temperature of the
stratopause. The RMS difference is nearly flat at 8 K from 30 km to 60 km, and from
6080 km the RMS slowly increases to values greater than 20 K.

4.4.5 Summary of Temperature Comparisons with HALOE

All coincident profile comparisons show agreement in the * 8 K range throughout the
upper stratosphere. Lidar comparisons with HALOE show differences which are within
+ 6 K throughout the stratosphere (above about 35 km where HALOE retrievals begin)
and the lower mesosphere. HALOE nearly always measures a lower stratopause
temperature than CLAES, MLS and ISAMS.

There is general agreement on the stratopause height location with HALOE/ISAMS and
CLAES/MLS agreeing best with each other, but with the two pairs slightly offset from
one another.

MLS shows a consistently low temperature feature in the vertical profile at about the
0.2 mb level and HALOE shows a 0.4 mb "kink" in all temperature retrievals. ISAMS
and MLS tend to give colder temperatures than HALOE in the lower mesosphere while
CLAES results are warmer.

The pressure versus longitude comparisons show features which are similar to those
indicated by the profiles. The notable exception occurs during the period, January 9-11,
1992, where sharp temperature gradients exist longitudinally and vertically in the 240 E
to 330 E region. Under these circumstances, larger differences with HALOE exist than
are observed in other periods, and the comparisons suggest that the differences are due to
the way the algorithms for each experiment deal with these gradients. This is a time
period and location which warrants further study.

4.5 Temperature Map Comparisons of UARS and NMC Data

Temperature maps were constructed from UARS data and NMC maps for January 9-11,
1992. Results for other periods are expected to have similar results, as was seen from
comparisons of earlier versions of UARS data, so they will not be presented here. The
NMC maps at 10 mb are a combination of radiosonde and a first guess using NOAA-11
TOVS satellite data. The NMC map at 1 mb is TOVS data only.

UARS gridded maps were made from 24 hours of Level 3AT ascending node data only,



for each day, using the successive iteration technique used in the NMC/CAC
stratospheric temperature maps. Ascending node only data were used to eliminate
expected differences between ascending and descending data from UARS instruments.
Maps were constructed for only the 10 and 1 mb levels.

Figures 4.5-1 to —4 show the MLS, CLAES, ISAMS, and NMC maps in that order for
January 9-11, 1992. Figures 4.5-1a to ¢ are the MLS 10 mb maps for January 9-11 in
order and Figures 4.5-1d to f are the 1 mb maps for January 9-11. Similarly, the order is
the same in Figures 4.5-2 to 4 for CLAES, ISAMS, and NMC, respectively.

Overall, the temperature comparisons are quite good, with all maps showing similar
large-scale features in addition to many of the small-scale features. Many of these can be
followed from one map time to another. The maps are also meteorologically consistent
on a day-to-day basis at both levels for all the maps shown. There are no apparent
discrepancies between any of the maps. The largest difference occurs at 1 mb in the
tropical region south and east of Florida, where the north-south gradient in the
temperatures seems to build from January 9 to 11 in MLS and CLAES. ISAMS builds
the gradient a little slower and does not quite achieve the gradient of MLS and CLAES,
although showing a definite gradient. NMC shows weak or no gradients in the region for
the period. One of the possible explanations might be the ability of the UARS
instruments to pick up features that have shallow vertical resolution. This behavior is
seen quite well in the weaker-amplitude systems over Asia at 1 mb. The UARS
instruments pick up the systems in a similar fashion, while the NMC maps show similar
features, but at a weaker amplitude, probably because of the broad vertical resolution of
the TOVS data used for the NMC analyses.

The differences between the maps in their high and low temperature regions can be seen
by comparing the January 9 maps for 10 mb. In Figure 4.5-1a MLS shows a high
temperature of —26.2C and a low temperature of —-72.3C at high latitudes. For the same
regions, CLAES shows —20.3C and —73.3C, ISAMS shows —18.9C and -70.5C, while
NMC shows -17.7C and -77.3C, respectively.

Summarizing, all instruments show similar features with no apparent discrepancies. The
data all seem to be quite consistent, with day-to-day changes that are quite believable.
The largest differences occur between the UARS instruments and the NMC data, but the
difference is probably caused by the higher vertical resolution of the UARS data Versus
the broader vertical resolution of the NMC data.

4.6 Temperature Time Series

Time track plots are used to compare retrievals along the level 3AT tangent point
measurement track of the CLAES and MLS instruments, which look perpendicular to the
orbit track from the cold side of the spacecraft, and ISAMS for those times when it is
looking out the cold side. The data are obtained at 65 second resolution on standard
UARS pressure surfaces. The time tracks are useful for establishing consistency of
structure observed from one orbit to the next and for a top level view as to whether
instruments are observing similar structure as a function of position on the orbit.

One must be careful in examining the instrument data because the plotting routine
connects points with a straight line. If one is not cognizant of this, data gaps that occur
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on one orbit but not the next, may erroneously be interpreted to be showing a difference
in structure. The orbital structure of the temperature data is generally dominated by
latitudinal variation, but over the course of a day the longitudinal variation can also play
a large role.

For the temperature intercomparison, time track plots for CLAES, ISAMS, MLS, and
NMC (by interpolating the CDHF NMC product to the L3AT grid) were generated and
examined. These were generated for a subset of the intercomparison days, including
January 9 and 10, a north looking period when a minor warming event was in progress,
April 16 and 17 looking into the autumn southern hemisphere, August 9 looking into the
bland northern hemispheric summer, and finally August 28 and 29 looking into the
southern hemisphere winter ozone hole precursor conditions.

Time track comparisons on the 10 mb level for January 9 and 10 are shown on Figures
4.6-1 and 4.6-2. These tracks cover the entire 24 hour span of each day. The tracks
clearly show the presence of a localized “hot spot™ at high latitude for these days (this
“hot spot” has been referred to in the section above on mapping). The time tracks clearly
indicate that the instruments are “seeing the hot spot”. They show that the event is
intensifying from 9 to 10 January. From viewing the time tracks one sees that the NMC
peak temperatures are not in phase with the instrument-measured temperature peaks,
suggesting an effect of the time difference of the rawinsonde and NMC mapping times
from the UARS instrument sampling times. These figures also show that the amplitude
(from cold minimum to hot maximum) of the NMC is less than that of the instruments.
This effect is to be expected since the NMC temperatures are an analysis product, and
additional interpolation was required to move them to the L3AT grid. Figure 4.6-3
shows the latitude, longitude, and solar zenith angle of the tangent point as a function of
time for 10 January corresponding with the Figure 4.6-2.

Inspection of the time tracks over the four subsets of intercomparison days lead to some
general conclusions. Figures illustrating these will be kept to a minimum. Comparisons
for January 10 for the 10 and 4.64 mb levels for a shorter segment of track (in order to
more easily see comparison details) are shown on Figure 4.6-4. The top panel shows the
latitude for the tangent points along the track as a function of time (UT). The middle
panel shows the comparison at 10 mb and the bottom panel at 4.64 mb. The instruments
appear to correlate with one another better than with NMC. This conclusion is especially
true in the equatorial regions on the 4.64 mb surface. This characteristic is especially
evident in the “quiet case” August 9 data (ISAMS not included) as shown by Figure 4.6
5. These data show remarkable correlation of the CLAES and MLS data over scales of
several EMAFs.

Comparisons for January 10 for the 2.15 and 0.46 mb levels are shown on Figure 4.6-6.
The largest temperature variations along the track that were observed in any of the data
studied occur here over about 12 minutes. For example, for the spike beginning at
approximately 7.58 hours the maximum observed variation (for MLS) is approximately
118 K and the smallest (for NMC) is approximately 70 K.

The “quiet case” August 9 data for the 2.15 and 0.464 mb levels are shown on
Figure 4.6-7. Again these data show remarkable correlation of the CLAES and MLS
data on very short scales (approaching 65 seconds).

The data are compared by a different format time track on Figure 4.6-8. The top panel
shows the latitude tangent point track for August 28. The middle and bottom panels show



the difference between CLAES and MLS for points for which both instruments reported
data. The error bars for each instrument are also shown for reference. The daily mean of
the CLAES data, the mean difference of the CLAES — MLS data, the standard deviation
of the CLAES — MLS data, and the correlation coefficient for the CLAES and MLS data
are given on each panel. The data on Figure 4.6-8 illustrate events of relatively large
disagreement between CLAES and MLS in the cold south winter polar vortex region at
4.64 mb.

A summary of the mean difference (MD), standard deviation (STDV) and correlation

coefficient (CORR) for various instrument comparisons and representative days is given
in Table 4.6-1 below.

Table 4.6-1 Mean Differences, Standard Deviations, and Correlation Coefficient

Day

9 Jan. 16 Apr. 9 Aug. 28 Aug.
p (mb) Case Parameter  (north) (south) (north) (south)
10,0 CLAES - MLS MD 1.42K 1.52K 1.17K 0.42K
10.0 CLAES -MLS STDV 3.29K 2.64K 1.92K 3.21K
10.0  CLAES -MLS CORR 0.96 0.96 0.91 0.95
4.64 CLAES -MLS MD -0.86K -0.40K -0.67K -1.58K
4.64 CLAES -MLS STDV 4.19K 2.61K 2.46K 3.64K
4.64 CLAES-MLS CORR 0.96 0.97 0.92 0.87
2.15 CLAES-MLS MD -1.74K 227K -2.32K -3.88K
2.15 CLAES - MLS STDV 422K 2.80K 2.70K 4.06K
2.15 CLAES-MLS CORR 0.96 0.98 0.93 0.81
0.46 CLAES -MLS MD ~0.17K  -0.03K 0.20K 0.29K
0.46 CLAES-MLS STDV 4.52K 3.18K 3.23K 407K
046 CLAES -MLS CORR 0.92 0.86 0.93 0.92
100 CLAES -1SAMS MD -1.02K 0.15K — —
10.0 CLAES -ISAMS STDV 2.79K 3.02K — —
10.0 CLAES - ISAMS CORR 0.97 0.94 — —
4.64 CLAES -ISAMS MD -3.41K -2.65K — —

4.64 CLAES - ISAMS STDV 3.54K 3.49K — —
4.64 CLAES -ISAMS CORR 0.97 0.95 — —
2.15 CLAES - ISAMS MD -2.41K  -2.18K — —
2.15 CLAES -ISAMS STDV 4.29K 3.83K — —
2.15 CLAES -ISAMS CORR 0.97 0.96 — —
0.46 CLAES -ISAMS MD 6.65K 591K — —
0.46 CLAES -ISAMS STDV 4.39K 4.66K — —
0.46 _ CLAES - ISAMS CORR 0.92 0.68 — —

Some major conclusions of the time track comparisons are:

*  The instruments clearly see the January 9 and 10 high latitude “hot spot” for all
pressure levels, with greatest amplitude on the 2.15 mbar level.
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+  The amplitude of the temperature variation over the “hot spot” is greater for the
UARS instruments than for NMC.

« At 2.15 mb, for example, the instruments are phased such that the hot spot is
initially largest as measured by MLS, with a gradual transition to CLAES showing
the largest values, with a maximum of = 331K in the hot spot near = 9.10 hours on
January 10, 1992.

«  For all days and pressure levels the instruments generally track one another closer
than they do NMC.

«  The NMC is particularly high compared to the instruments in equatorial regions for
the 10 and 4.64 mb cases for all days, most evident near 4.64 mb.

«  CLAES mean temperatures are generally warmer than MLS near 10 mb, cooler near
4.64 and 2.15 mb, and similar (within tenths of a K) near 0.46 mb.

«  CLAES mean temperatures are generally close to ISAMS at 10 mb, cooler at 4.64
and 2.15 mb, considerably warmer at 0.46 mb.

o Relatively cold CLAES temperatures are especially evident in cold polar winter
vortex conditions at 4.64 and 2.15 mb.

«  Cases can be found in the bland August 9 summer north viewing data where CLAES
and MLS seem to be correlated on short scales along the track. These scales seem
to approach the 65 second scale on the 0.46 mb track.

4.7 Conclusions on UARS Temperatures

The data used in these comparisons were the CLAES V6, ISAMS V8, HALOE V12,
and MLS V3. A considerable effort is going into the improvement of the data, and new
versions are taking the place of those reported on here, so these results, while indicative,
are only a snapshot of the quality of evolving data.

TEMPERATURE PRECISION

By comparing pairs of temperature profiles taken at nearly the same place within one
orbital period (= 96.4 minutes) of each other, the precision of the temperatures has been
estimated. Because of the orbital and viewing geometry, these locations are located only
at latitudes of 80 and 32 degrees, in both hemispheres. These results are shown in
Figure 4.2.3-1. They indicate that over the altitude range from 22 to 0.2 mb, MLS
precision ranges from about 0.5 to 2K. From 100 to 0.1 mb, CLAES and ISAMS
precision varies from about 1 to 2.5K.

TEMPERATURE ACCURACY

The accuracy has been estimated here through comparison with results obtained by other
techniques, including radiosondes, lidars, rockets, and analyses based on operational
satellite observations.

COMPARISON OF INDIVIDUAL PROFILES

100 - 10 mb

Comparison with radiosondes indicates mean biases for CLAES, ISAMS, and MLS of
1-2K. Considering differences in time and space, as well as the sampled volumes, this
is regarded as satisfactory. However, there are few radiosondes in polar latitudes, and
thus it is not always easy to compare data under the most extreme conditions, which are
also of great interest. In addition, these comparisons are made against uncorrected
radiosonde values. It was not possible to obtain corrected radiosondes, such as are input
to the mapped analyses, for these evaluations, and we do not know how large an effect
they might have.



Above 10 mb
In this altitude range, profiles were compared with lidar soundings (L) and a small
number of rocket soundings (R). Roughly stated, the results indicate:

CLAES 10-0.1 mbar SK<L 2K <R
ISAMS 10-7 mbar 4K >L 4K >R
1-0.1 mbar 10K<L 10K <R
0.07-.02 mbar >L 10K <R
HALOE 8-3 mbar 2K>L
3—.4 mbar SK <L
0.4— 0.05 mbar 2K <L
MLS 20-0.4 mbar 2K+L 2K+R

For these comparisons, the major issues are the variations among lidar stations, and how
to account for diurnal and semidiurnal temperature variations in the UARS temperatures.

COMPARISONS OF ZONAL MEAN TEMPERATURES

The UARS sensors agree better among themselves than with NMC or the UKMO, which
agree well with each other. The UARS sensors return cooler temperatures from
10-1 mba The differences can be up to 8K in high latitude polar regions, especially in
the Southern Hemisphere. There are smaller differences with the UKMO analyses.
Differences among MLS, ISAMS, and CLAES temperatures are mainly a function of
altitude. MLS — CLAES differences are generally less than 2K, with occasional
differences of 4K. ISAMS differences with MLS and CLAES are slightly larger.

MAPS AND TIME SERIES

NMC and UARS see the same features, although the UARS features are generally
stronger. It is believed that a major reason for the differences between the UARS and
operational NMC and UKMO temperatures is the higher vertical resolution of the UARS
temperatures.
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